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Abstract

Development of Techniques for Cooling and Trapping Polar Diatomic Molecules

David R. Glenn

2009

The study of ultracold dipolar molecules is an important emerging frontier in atomic physics. This thesis discusses the development of techniques for cooling diatomic molecules, focusing specifically on the idea of using a microwave frequency quasi-optical dipole trap for evaporative cooling. A prototype for such a trap has been designed, constructed, and tested. In order to load the microwave trap, a helium buffer gas cooled molecular beam source has been developed and characterized in a variety of flow regimes, ranging from the effusive (thermal mean velocity, moderate flux), to the deeply hydrodynamic (large forward velocity, high-flux, high collimation). We explain the development of this source in detail. In particular, we describe recent work towards demonstrating direct laser cooling of a hydrodynamic SrF molecular beam. We have identified a set of quasi-closed transitions which should enable more than $10^4$ photon scattering events, sufficient to decelerate a hydrodynamic beam to the Doppler limit. We present experimental results demonstrating optical deflection of a SrF beam by radiative force using this scheme, in which each molecule scatters on the order of 150 photons, limited by its interaction time with the lasers.
Chapter 1

Introduction

1.1 Molecules in Modern Atomic Physics

Atomic physics has seen rapid and diverse growth during the past two decades. Significant advances in the cooling and trapping of atomic systems [1], have lead to the appearance of a whole sub-field concerned with the study of ultracold and condensed quantum gasses. The development of optical frequency combs [2], together with improved trapping and frequency-comparison technology, have given rise to a new generation of neutral atom [3] and single-ion [4] clocks with accuracy surpassing that of the Cs standard. Starting with Shor’s discovery of a quantum algorithm for factoring large numbers in polynomial time [5], there has been an explosion of effort directed towards development of methods for the assembly and coherent manipulation of collections of qubits; both trapped ions [6][7] and neutral atoms with Rydberg excitations [8][9] show considerable promise as candidate systems in this respect. At the same time, precision measurements of atoms have advanced knowledge on a number of fronts, including searches for the electron dipole moment [10] and parity violation beyond the predictions of the standard model [11], and may soon allow laboratory tests of general relativity [12].

Remarkably, most of these accomplishments have been achieved using just a few atomic species: current atom cooling and trapping techniques are limited for the most part to alkali metals and the alkaline-earths. It is therefore unsurprising that one rapidly expanding frontier of the field is the search for new methods to cool and control more complex atoms, as well as simple molecular
systems [13]. Cold diatomic molecules in particular, while challenging to manipulate in certain respects, promise to yield distinct and interesting opportunities for study. Their internal rotational and vibrational structure gives rise to electric dipole transitions over a range of energies many orders of magnitude wider than those present in atoms. Furthermore, the large electric polarizability of a number of heteronuclear diatomic species enables them, when subjected to external electric fields, to interact at large distances through dipole-dipole interactions:

$$E_{\text{dip-dip}} = \frac{\mu_1 \cdot \mu_2 - 3(\hat{r} \cdot \mu_1)(\hat{r} \cdot \mu_2)}{r^3}$$

(Here, $\mu_1$ and $\mu_2$ are the dipole moments of the molecules, and $r$ is their separation.) These interactions are strong and anisotropic, making them qualitatively different from those governing the collective behavior of cold atoms, and suggesting a wide range of novel scientific and technical applications.

This thesis describes work towards the development and implementation of a new technique for trapping and cooling polar molecules using a microwave resonant cavity [14]. Such an approach should circumvent many of the limitations that have hitherto impeded the realization of samples of trapped, ultracold polar molecules. The present Chapter will provide a brief summary of the field of molecule cooling, including an outline of the current status of efforts in the community to produce ultracold molecular samples and the difficulties associated with them (section 1.2), as well as an overview of the various physics goals that one can hope to achieve (section 1.3). It will conclude with a description of our own technique and its advantages in this context (section 1.4).

### 1.2 Survey of Techniques for Cooling Molecules

#### 1.2.1 Laser Cooling and Trapping of Atoms

Most of the recent progress in atomic physics can be traced to the realization of methods for exerting radiative forces on neutral atoms. By slightly detuning a narrow-band laser relative to an atomic transition, it is possible to create a situation whereby atoms of a particular velocity class in a thermal sample are Doppler shifted into resonance and preferentially excited. If they relax to the same initial state with high probability, a large number of photons can be scattered. Each
absorption event imparts a momentum kick $\hbar k$ in the direction of the laser beam; however, the average momentum transfer over many spontaneous emissions is zero because the direction of the emitted photon is random. The net result, for a red-detuned laser, is a velocity dependent force that opposes the motion of the atoms. Atomic beams may be decelerated either by sweeping the laser frequency through resonance with a range of velocities [15], or by continuously varying the atomic transition frequency itself through the application of spatially-dependent Zeeman shifts [16]. Alternatively, a sample of atoms in a vapor cell may be cooled by overlapping three pairs of counter-propagating laser beams to form an “optical molasses” [17]. Combining such a geometry with the 3D linear magnetic field gradient produced by quadrupole coils in the anti-Helmholtz configuration, one obtains the ubiquitous magneto-optical trap (MOT) [18]. This is a common starting for many modern atomic physics experiments.

The other key enabling technique in atom cooling experiments since the mid 1990s has been forced evaporative cooling [19]. This procedure involves the confinement of atoms in a trap (magnetostatic or optical), in which they undergo a series of elastic collisions and arrive at thermal equilibrium. The atoms with the highest kinetic energy are then removed, either by decreasing the depth of the trapping potential or by preferentially inducing radio-frequency transitions to an untrapped state in atoms at the edge of the trap. When the remaining atoms rethermalize, their average energy is lower, and their density is increased because they occupy a smaller volume near the trap center. By repeating these steps many times, the total number of trapped atoms can be traded away for greatly increased phase space density. The use of evaporative cooling now allows atomic ensembles to be brought routinely to nanokelvin temperatures, and has enabled the observation of multiple quantum phases of matter including BEC[20], degenerate Fermi gas[21], and Mott-insulator[22].

Unfortunately, direct extension of these techniques for neutral atom cooling to molecules is made difficult by the complexity of molecular spectroscopic level structure. Standard laser cooling relies on the availability of a cycling transition, in which an atom is repeatedly excited and spontaneously emits to relax back to the same initial state. Such a procedure is not normally viable in molecules, which have a vibrational level structure that allows for relaxation to many spectrally distinct states. In general, the only way to scatter enough photons to obtain significant cooling is by applying a laser for each vibrational transition, which quickly becomes prohibitively complex in most cases. Despite
the practical difficulties involved, proposals have been made to use a series of repump lasers [23][24] or spectrally broad optical pulses [25] to close the loop by re-exciting from multiple vibrational states. In fact, a new method for establishing a quasi-closed set of laser cooling transitions in the SrF molecule is demonstrated in Chapter 4 of this thesis. Nevertheless, the conventional wisdom in the field has been that laser cooling is intractable in molecules, and that new methods must be found to cool from room temperature to the $\lesssim 1$mK range.

Evaporative cooling is also more difficult to implement for molecules than for atoms. The challenge here is the impossibility of arranging a static electromagnetic field maximum in free space, combined with the fact that the ground state of an atom or molecule must always decrease in energy as the strength of the static field increases. Since the center of the static trap must always have a field minimum, only excited states (whose energies increase with increasing field strength) can be trapped and cooled. Inelastic collisions allow such excited atoms or molecules to scatter into the strong-field seeking ground state and hence to become ejected from the trap. Evaporative cooling can only be successful if the ratio of rates of thermalizing elastic collisions to loss-inducing inelastic collisions exceeds some minimum value. In some atomic species, this requirement can be satisfied and evaporative cooling may be achieved. The rotational structure of diatomic molecules, however, greatly increases the rate of inelastic collisions compared to that of atoms, making the prospects for evaporative cooling of molecules in static traps seem rather poor [26].

1.2.2 Direct Cooling Methods

As a result of these challenges, a number of new techniques have been developed for the cooling and trapping of molecules[13][27]. These may be grouped into two broad classes: (i) those that directly cool molecules obtained from some thermal source, and (ii) those in which molecules are assembled from pre-existing samples of cold atoms. Among the direct cooling methods, the most notable include buffer gas cooling [28], Stark slowing of supersonic beams [29], and selective guiding of the cold tail of a Boltzmann distribution [30]. These generally have the advantage of being independent of the level structure of the particular species being cooled, and have been employed to bring a wide range of species (CaH, NH, OH, CO, NO, PbO, NH$_3$) to temperatures of $\sim 1$-100 mK in all degrees of freedom. Unfortunately, it appears that the significantly lower temperatures necessary for many of the applications described in section 1.3 below cannot be obtained by these
techniques without some new approach. This is because all of the cooling comes from thermalizing collisions with a cryogenic buffer gas, itself cooled to its practical limit either by refrigeration or supersonic expansion. In order to obtain lower temperatures, some other source of dissipation is required.

**Buffer gas cooling** involves bringing the molecules of interest into contact with a cold, non-reactive gas close to its boiling temperature\(^1\) and allowing them to collisionally thermalize. Because the vapor pressure of the molecules at these temperatures is inevitably very small, collisions with the walls of the vessel effectively remove them from the sample. It is therefore necessary to trap the molecules before they reach the walls, or to extract them by entrainment in a beam of buffer gas atoms flowing out of the cell. Molecules can be introduced into the system by flowing a thermal beam into the cell, or by laser ablation of a solid precursor. The experiments described in this thesis depend for the most part on a cryogenic He buffer gas beam source, and a more detailed description of the process is given in Chapter 2.

The technique of **Stark deceleration** uses supersonic expansion from a nozzle, typically seeded in a heavy, inert carrier gas such as Xe, to cool the molecules in their translational and internal degrees of freedom. The result is a beam with a high mean velocity (~ \(3 \times 10^2 - 10^3\) m/s) [33], and a low spread of forward kinetic energies (typically on the order of ~1 K). Rapidly switched, high voltage electrodes are then employed to decelerate a packet of molecules close to rest in the lab frame via the Stark effect. The electrodes are turned on as the synchronous bunch of low-field seeking molecules approaches, and off again after they have passed, causing them to climb as series of potential hills. Transverse focussing is achieved automatically, since the field minimum always along the beam axis, midway between the electrodes. The end result after ~100 stages of deceleration is a packet of about \(10^4\) molecules traveling at a mean speed of roughly 20 m/s. (This corresponds to a translational temperature of 10s - 100s of mK, depending on the molecule.) High-field seeking states can also be decelerated using the technique of alternating gradient deceleration [34], although this tends to exhibit lower phase-space acceptance and is highly sensitive to details of the switching times.

**Electrostatic quadrupole filtering** uses DC Stark shifts to select the low-velocity tail of a Boltzmann-distributed effusive beam. The desired molecules are produced in a thermal source,

\(^1\) typically \(^3\)He (0.5 K) [31], \(^4\)He (4.2 K) [28], or Ne (15 K) [32]
typically either a room-temperature reservoir [35] or a helium buffer gas beam source [36]. They are allowed to flow out of the source through an aperture, next to which is situated the entrance to an electrostatic quadrupole guide. Weak-field seeking molecules of sufficiently low transverse kinetic energy are captured and funneled along the field minimum at the center of the guide, whereas helium buffer gas or contaminants from the oven are unguided and diverge in a cosine-distributed beam. If a bend is introduced into the guide, only molecules with sufficiently low forward kinetic energy will be able to reach the exit; by setting the radius of curvature of the bend, one can control the velocity cutoff beyond which molecules cannot be guided around the corner. This technique, in conjunction with a cryogenic source, has been demonstrated[36] to deliver fluxes of $\sim 7 \times 10^{10}$ s$^{-1}$ deuterated ammonia (ND$_3$) molecules at a mean velocity of 65 m/s, corresponding to a temperature of approximately 4.0K.\(^2\) If the beam is Boltzmann-distributed, the number $N$ of molecules obtainable at low kinetic energies $E_K$ should decrease quadratically, $N \propto E_K^2 / k_B T$. (Note that this assumes no collisions with buffer gas in the vicinity of the cryogenic nozzle; if the hydrodynamic "boosting" effect described in Section 2.1 occurs, the low-velocity tail of the distribution will not be present.)

1.2.3 Assembly Methods

The only approach that has yet been demonstrated to produce molecules at sub-mK temperatures is that of direct assembly from laser-cooled atomic precursors. This allows the full power of the atom cooling techniques outlined above to be brought to bear, albeit at the expense of limiting the available molecular species to those derived from alkalis, and of significant experimental complexity. The starting point for such experiments is generally an atomic MOT, or a pair of overlapped MOTs for the creation of heteronuclear species. Molecules can then be formed either by photoassociation [37], or by sweeping a magnetic field through a Feshbach resonance [38]. Photoassociation uses an intense laser to excite colliding atoms from continuum states to a bound excited electronic state of the molecule. This then decays with some probability to a highly excited vibrational state in the ground electronic manifold, depending on the relevant Franck-Condon factors. Feshbach association, on the other hand, works by magnetically tuning the interaction potential of the colliding atoms such that their energy matches that of a bound state in a higher electronic manifold of the molecule, producing

\(^2\)Note, however, that this high flux depended on the delivery of $10^{17} - 10^{18}$ molecules/s into the cell by a capillary gas-handling line, which may prove unsustainable over long times for most species due to the formation of ice-plugs in the line.
a resonance. If the field is swept so that the energy of the bound state is adiabatically lowered during the collision, a weakly bound molecule is formed. With both methods, it is desirable to quickly transfer the resulting molecule into a lower-lying vibrational state to avoid rapid collisional losses. It has been shown that a series of resonant optical pulses can be used to transfer photo-associated RbCs molecules to the vibrational ground state [39]; more recently, stimulated Raman adiabatic passage (STIRAP) has been used to accomplish the same goal with \(^{40}\text{K}^{87}\text{Rb}\) Feshbach molecules [40].

1.3 Applications

There is considerable interest within the atomic physics community today in finding new ways to cool polar diatomic molecules (of species more general than the bialkalis) to sub-nK temperatures. A wide range of applications for cold and ultracold molecules has been proposed over the past several years; an excellent summary can be found in the review paper of reference [41]. While an exhaustive survey is beyond the scope of this document, we will attempt to highlight some of the most interesting and relevant applications in the following sections.

1.3.1 Many-body Physics

One compelling reason to pursue new strategies for cooling polar molecules is related to the proven utility of ultracold atoms for investigating interesting condensed-matter systems. Dilute, ultracold atomic gasses and condensates are clean, tunable many-body systems, whose internal and translational degrees of freedom can be precisely controlled [42]. Molecule systems, by virtue of their dipolar interactions (recall equation 1.1) are a natural extension to this subfield. Unlike neutral atoms\(^3\), which usually interact by van der Waals potentials \(E_{\text{vdW}} \propto r^{-6}\) weak enough to be modeled with contact interactions, the electric dipole interactions of molecules are strong and anisotropic, analogous to those of spins in a solid. It has been predicted, for example, that a variety of novel quantum phases can be observed in systems of dipolar bosons in 2D optical lattices, including insulating checkerboard states (ordered patterns with well-defined atom numbers at each lattice

---

\(^3\)One exception is the work of the Stuttgart group, which has realized a BEC of \(^{52}\text{Cr}\) atoms [43] and used a Feshbach resonance to reduce the strength of the contact interaction so that dipolar interactions are of nearly equal strength [44]. Nevertheless, molecules offer the possibility of accessing the regime where dipolar effects are strongly dominant; compared to \(^{52}\text{Cr}\) (magnetic moment \(6 \mu_B\)), a typical polar molecule with electric dipole moment \(\mu = 9\mu_0\) experiences interactions \(\left(\frac{\mu}{6\mu_B}\right) = \frac{4.8}{6} = 0.8\) times stronger than \(^{52}\text{Cr}\).
site) and supersolids (ordered states with large atom number fluctuations at each site and a nonzero
global order parameter)[45][46][47]. Quantum magnetism may be simulated by trapping polar
molecules of two different rotational states on a lattice, also resulting in a variety of interesting
phases [48]. In the absence of a lattice, it was pointed out in reference [49] that quantum phase
transitions (in this case between a crystal and 2D superfluid) can be induced using microwaves and
static electric fields to control the intermolecular interaction potentials. Somewhat more esoterically,
it has been shown that, for a rapidly rotated system of dipolar bosons with a filling factor (ratio of
vortex number to particle number) \( v = 3/2 \), the ground state exhibits non-Abelian statistics[50].

1.3.2 Quantum Information

Quantum information applications require the ability to assemble and coherently entangle a col­
lection of two-level quantum systems ("qubits"). In the circuit model of quantum computing [51],
it is sufficient to be able to perform a pair of orthogonal Bloch-sphere rotations independently on
each qubit, as well as two-qubit entangling operations that rotate the state of one qubit depending
on the state of another. It has been shown that polar molecules trapped in an 1D optical lattice
with unit-occupancy satisfy these requirements[52]. By applying a \( \hat{z} \)-directed linear electric field
gradient \( \hat{E}(x) = (E_0 + xE_1)\hat{z} \) along the length of the array, each molecule experiences a slightly
different relative Stark shift between its ground \((J=0, m=0)\) and first excited \((J=1, m=0)\) rotational
states, allowing microwave pulses to spectrally resolve the individual molecules to perform single
qubit operations. Furthermore, if the minimum field is large enough to fully polarize the molecules
\((E_0 \gtrsim B_e/\mu, \text{ for } B_e \text{ the rotational constant})\), then adjacent sites interact with strong dipole-dipole
interactions to create entanglement\(^4\). For the case of the KCs molecule considered in reference
[52], the interaction energy due to dipole-dipole interactions with the adjacent lattice site is \( \hbar \delta \nu = d_{\text{eff}}(\lambda_i/2)^3 \approx 30 \text{ kHz} \) (where \( d_{\text{eff}} \) is the effective dipole moment of the polarized molecule in the lab
frame and \( \lambda_i = 1 \mu m \) is the lattice wavelength). Microwave pulses of duration \( \tau \geq (2\pi \delta \nu)^{-1} \approx 50 \mu s \)
are required to resolve these shifts; for coherence lifetimes on the order of several seconds (limited
by decoherence due to lattice-induced heating), this allows \( \sim 10^5 \) coherent entangling operations.
State initialization in this system is automatic, since the molecules must already be in their rotational
ground state to participate in the evaporative cooling step required to load the lattice. Readout

\(^4\)These interactions are turned on continuously in this picture. However, selective entanglement can be generated by
using the same refocussing techniques demonstrated in the early liquid-NMR quantum computing experiments.
is by state selective multiphoton ionization using pulsed lasers with resolution smaller than the rotational splitting \(2B_e\).

Other proposals for quantum computing with polar molecules involve using their strong dipole interactions to couple them to superconducting microwave stripline resonators and superconducting qubits[53][54]. These ideas take advantage of the clean readout and gate control and convenient scalability of mesoscopic systems on the one hand, and the spectral stability and favorable decoherence properties of molecules compared to superconducting qubits on the other. Relatively deep (~1 K) traps can be fabricated by utilizing the high fields available at very small distances from the substrate, and the stripline itself can provide cavity-sideband cooling of its motion. One significant challenge of these proposals is loading of the trap; because the trap volumes must be very small to achieve strong coupling to the resonator, a new technique for producing high initial molecule densities from which to load them must be found.

1.3.3 Precision Measurement

Diatomic molecules are known to have favorable properties for several types of precision measurement. In most cases, such measurements amount to the determination of some spectroscopic frequency with high accuracy, and therefore benefit in a number of ways from the availability of samples at low temperatures. These include the reduction of Doppler broadening, as well as increased frequency resolution due to longer interaction times with probing fields, particularly if the molecules can be confined in a trap of some kind. Furthermore, because most diatomic species have rotational constants \(B_e/k_B \sim 1\) K, room temperature and oven-generated thermal sources have their population spread out over a large number of rotational states. By cooling the internal degrees of freedom to collapse the Boltzmann distribution of rotational states, significant improvements in signal to noise can be obtained. It should be noted that the temperature requirements for realizing these benefits are not as stringent as those for most of the many-body physics and quantum information applications described above; high molecule densities in the sub-1K regime are sufficient in most cases. Experiments that could conceivably be improved using the properties of diatomic molecules include searches for the electric dipole moment (EDM) of the electron, measurements of nuclear spin-dependent parity violation, and time-variation of the proton/electron mass ratio, \(m_p/m_e\).
In EDM experiments, external parallel electric and magnetic fields are switched between aligned and anti-aligned configurations to search for a possible Stark-induced energy shift due to an electric dipole moment in the direction of the electron spin. One considerable advantage of paramagnetic molecular systems in this context is the large enhancement of the effective electric field seen by the electron inside the molecule\(^5\). The enhancement factor is given by \(E_{\text{eff}} = QP\), where \(Q \approx 4 \cdot 10^{10} \, \text{V/cm} \times \left[ \frac{Z}{83} \right]^3\) (for \(Z\) the nuclear charge) is determined by relativistic effects and molecular structure, and \(P\) is the degree of polarization. Because the energy scale for polarizing molecules is usually that of the rotational constant \(B_e\) (which is typically several to several tens of GHz)\(^5\), it is relatively easy to obtain full polarization \((P \approx 1)\) with laboratory-scale fields. By contrast, for typical paramagnetic atoms, the energy scale for polarization is the electronic transition energy (usually hundreds of THz) and the polarization factor at fields as high as \(-100 \, \text{kV/cm}\) is only \(P \approx 10^{-3}\). Details of molecular structure can also be of use in other ways; for example, in the PbO experiment, an \(\Omega\)-doublet structure affords access to an additional set of symmetry-reversals that can be used to cancel some sources of systematic error. Two cold-beam based molecular EDM experiments are currently in development: one uses a cold, supersonic YbF beam \(^{56}\), the other a hydrodynamic buffer-gas cooled beam of ThO \(^{57}\) similar to the one described in Chapter 2 of this thesis.

Nuclear spin-dependent parity violation in atomic and molecular systems arises from two sources: intranuclear weak interactions that magnetically couple to the spin of orbiting electrons (the so-called "anapole moment"), and a vector electron, axial-vector nucleon \((V_eA_n)\) coupling mediated by Z\(_e\)-exchange. The former effect has been measured once, in atomic \(^{133}\text{Cs}\) \(^{11}\), the latter not at all. An experiment is currently underway at Yale \(^{58}\) to measure both interactions in a range of nuclei, using their different dependence on atomic number\(^6\) to separate the two effects. The advantage of molecules in this context again arises from the existence closely-spaced rotational states of opposite parity. These can be Zeeman-shifted to near-degeneracy, where interference between the weak interaction and an applied RF electromagnetic excitation is expected to produce a measurable effect. The current version of the experiment uses a \(^{137}\text{BaF}\) beam cooled to \(-15 \, \text{K}\) by supersonic expansion from a pulsed valve. This may be upgraded to a high-flux beam from a hydrodynamic buffer gas source in the future.

\(^3\)For the PbO experiment of reference \(^{55}\), the scale is even smaller (-12MHz) due to the \(\Omega\)-doublet structure of the molecule.

\(^\ast\)Anapole couplings scale as \(A^{2/3}\), whereas the \(V_eA_n\) is independent of atomic number.
It has been argued that diatomic molecules can also provide a highly sensitive probe for time variations in the proton to electron mass ratio. These proposals are somewhat unique in that they take explicit advantage of molecular vibrational structure. The idea is to look for $m_p$-dependent shifts in the vibrational structure of the molecule, relative to a reference clock based on an optical atomic transition that effectively holds $m_e$ fixed. It can be shown[59] that the anharmonic shape of the internuclear vibrational potential results in $m_p$-dependence of the level spacing that is largest for excitations about halfway up the potential, and minimal near the ground state and the dissociation limit. Proposals have been made to drive two-photon optical Raman transitions between deeply- and moderately-bound states of Sr$_2$[60], as well as to probe microwave transitions between a moderately-bound state of the ground electronic potential and a deeply-bound state of an excited electronic potential in Cs$_2$[59]. Homonuclear molecules are preferred because their vibrational excitations are insensitive to stray fields and black-body induced shifts, affording longer interrogation times. Both proposed experiments rely on the production of ultracold samples to give very narrow spectral lines, the former in a magic-frequency optical lattice.

1.3.4 Cold and Ultracold Chemistry

Another area of considerable interest is the study of collisions and chemical reactions at cold and ultracold temperatures. In the cold-collision regime (typically ~1 mK - 1 K), molecules are usually in their rotational ground state, and are slow enough to confine in electric or magnetic traps. By aligning their dipoles in external fields and interrogating them with mono-energetic atomic or molecular beams (as from a Stark slower - see section 1.2.2), collision and reaction cross-sections may be measured with greatly improved precision [61]. Furthermore, there exists the possibility of actively controlling reactions using externally applied fields [62]. At ultracold temperatures, on the other hand, collisions are governed by one or a few partial waves. This gives rise to a number of potentially interesting quantum effects, including purely tunneling-driven reactions [63] and inelastic collision cross sections that vary over several orders of magnitude due to magnetic field induced resonances with rotational states [64]. One particularly intriguing prediction is that of

\footnote{Note that, rigorously speaking, the term “ultracold” should refer specifically to the situation where the collision is described by a single partial wave, i.e. where the centrifugal barrier for $L = 1$ exceeds the relative kinetic energy of the incoming particles. For polar molecules interacting via a dipole-dipole potential, this occurs at extremely low (possibly ~pK) temperatures. The convention in the community, however is to use “ultracold” interchangeably with “sub-mK”, which is the temperature regime where collisions between neutral atoms interacting with van der Waals 1/r$^6$ potentials satisfy this criterion.}
"field-linked states", in which a pair of dipolar molecules is bound together in an effective potential well that forms at extremely long range ($\sim 10^3 - 10^4$ a.u.). [65]. A great deal has been written about cold and ultracold chemistry, of which the effects listed above are just a small example. The interested reader is referred to the review paper [41] and the references therein for a more comprehensive introduction to the subject.

1.4 The Microwave Trap Experiment

This thesis describes work we have done to develop tools for producing samples of ultracold polar molecules. Collisional cooling, either sympathetic or evaporative, appears to be the most general approach for obtaining temperatures much lower than $\sim 1$ mK. The problem of high inelastic collision rates described in section 1.2.1 very likely precludes the use of a traditional static electric or magnetic trap. Our solution [14] is to trap using a time-varying field, which is allowed to have a free-space maximum amplitude, and is therefore able to trap the molecules in their rotational ground state. The magnitude of the AC Stark shift increases as the frequency of the applied field approaches resonance, hence it is most natural to operate at microwave frequencies where the detuning can be made small and the trap correspondingly deep.\textsuperscript{8} Veldhoven et. al. recently reported an AC trap for ground state ND$_3$ molecules operating at kHz frequencies [66] which had a depth of approximately 5 mK, almost two orders of magnitude less than the projected value of 500 mK for our microwave frequency trap. The design of our trap is described in some detail in Chapter 3; briefly, it consists of an open Fabry-Perot type resonator with $Q \sim 5 \times 10^4$, operating with 2 kW of input power at a frequency of 18.1 GHz. The operating frequency was chosen to be near-resonant with the lowest rotational transition of strontium oxide (SrO), our initial test species. It must be emphasized, however, that the microwave trap should be applicable to any diatomic with a sufficiently large dipole moment - nothing about the principle of its operation is specific to SrO.

The ultimate goal of achieving a quantum-degenerate molecular gas requires (i) that the initial phase-space density of the trapped sample be sufficiently high to allow many thermalizing collisions over the trap lifetime, and (ii.) that the ratio of elastic to inelastic collisions remains favorable as

\textsuperscript{8}Note that the lowest excited rotational level has an exceedingly long spontaneous emission lifetime (due to the small phase space associated with emission at long wavelengths) so that, unlike the case of the optical dipole trap, it is unnecessary to operate far off resonance to avoid heating by resonant scattering.
the sample is cooled to below the transition temperature. To satisfy the latter requirement, we note that two-body inelastic collisions should be eliminated by trapping in the rotational ground state. Losses should thus be dominated by background gas collisions, or three-body effects at high density. Furthermore, calculations for elastic collision cross sections during the evaporative cooling process seem relatively favorable. Because the trapped strong-field seeking states reside in the region of maximum field, they are electrically polarized. The resulting dipole-dipole interaction results in elastic collision sections \( \sigma \) that will increase as the temperature \( T \) of the molecules decreases \( (\sigma \propto T^{-1/2}) \) [26], so that collision rates (which scale as \( \sim T^{1/2} \) for constant density) will not decrease as the sample cools. Thus, with sufficiently high initial density, it is essentially ensured that the trapped molecules can enter a regime of runaway evaporative cooling.

In order to obtain the required initial density for evaporation, our aim is to first load the trap using molecules pre-cooled by buffer gas cooling. As described in Chapter 2, a cryogenic buffer-gas beam source can be operated in two distinct flow regimes. When the helium buffer gas density in the source is sufficiently low to allow effusive flow, the resulting molecular beam temperature in all degrees of freedom (internal and translational) approaches 4.2 K, but the molecule flux is relatively low. On the other hand, if the helium density is turned up so as to give rise to hydrodynamic flow, the brightness of the molecular beam increases by several orders of magnitude, at the expense of much higher forward velocities. The estimated yield of the effusive source we have developed (roughly \( 2 \times 10^6 \) molecules of \( \text{SrO} \), our initial test species, trapped in a volume of \( \sim 4 \) cm\(^3\) at temperature \( T \sim 500 \) mK) gives a density that is likely too small to initiate runaway evaporative cooling. One possible approach to solving this problem is by sympathetic cooling with alkali atoms, confined in an overlapping MOT, to bring the density above the required threshold. The geometry of the experiment has been designed to allow for this. Alternatively, we have recently demonstrated a new technique for applying radiative forces to the \( \text{SrF} \) molecule, which should ultimately afford the possibility of slowing and cooling a hydrodynamic beam to the Doppler limit \( T_D = \frac{h c}{2 \lambda g} = 0.17 \) mK. Such a source could conceivably allow the delivery of as many as \( \sim 10^{10} \) molecules over the trap lifetime, and would place much less stringent requirements on the intra-cavity electric field strengths required for trapping. This is obviously a very attractive approach; the idea for laser-cooling of \( \text{SrF} \) and experiments to demonstrate the existence of a quasi-cycling transition in that system are presented in Chapter 4.
Figure 1.1: Schematic of experimental setup for loading of the microwave trap. Top panel shows an effusive beam source for SrO molecules; bottom panel shows a hydrodynamic source for SrF.

A schematic illustrating the trap loading scheme for each beam source is shown in figure 1.1. The process begins with the production of a molecular vapor by laser ablation of a solid target using a pulsed laser (A). The ablated molecules are pre-cooled by thermalization in helium buffer gas, held in thermal contact with a simple cryostat (T ~4 K). For sufficiently high helium density, the molecules are cooled to the equilibrium temperature in both their translational and internal degrees of freedom a small distance from the ablation point. Some fraction of the thermalized sample is then extracted from a hole (C) in the buffer gas cell to form a molecular beam. With gas flow in the effusive regime, the molecules exit at the temperature of the buffer gas in all degrees of freedom. However, the mean free path of the molecules must be greater than the hole diameter in order to avoid hydrodynamic boosting to the velocity of the lower-mass He atoms. This gives rise to an optimal extraction efficiency of ~10^{-5} for a circular aperture, when the He density is such that the molecules thermalize in a length equal to the target and the aperture. In the hydrodynamic source, on the other hand, the helium density is maintained several orders of magnitude higher, in order to fully entrain the molecules before they diffuse to the cell walls. This affords extraction efficiencies on the order of 10% of the total ablation yield, but the initial kinetic energy of the molecules exiting the aperture is typically ~100K or higher. In order to trap the molecules in a region of low background pressure, it is necessary to convey them away from the continuous He flow of the buffer gas source. For the effusive beam, an electrostatic quadrupole guide [35] is used to transport the weak-field seeking, rotationally excited states (primarily |J = 1, m = 0) for a rigid rotor such as SrO) in the molecular beam away from the buffer gas cell (D). For the hydrodynamic SrF source, transverse laser-cooling beams are applied to collimate the |N = 1) molecules in two dimensions, ideally producing a beam with divergence $\theta_{Doppler}/\theta_{fwd} \sim 10^{-3}$ radians. As the SrF molecules approach the trap, they are continuously decelerated by a frequency-chirped longitudinal cooling beam such that they reach the trapping region at forward velocities approaching the Doppler limit. Helium atoms escaping the cell (which are not affected by the electric quadrupole field or the transverse cooling beams) are pumped away before the molecules enter a differentially pumped trap region. This makes it possible to maintain ultra-high vacuum (UHV) conditions in the trap itself. Once the molecules enter the trap region, laser light (E) optically pumps them from the (rotationally excited) guided or collimated state to the rotational ground state for trapping. This dissipative mechanism allows continuous loading into the trap. For molecules from the effusive source, an initial stage of sympathetic cooling by collisions with alkali atoms trapped in an overlapping MOT (F) increases
the phase space density above the threshold for runaway evaporative cooling. The molecules are then evaporatively cooled by one of several standard techniques for ejecting fast-moving molecules, such as the RF knife method [19]).
Chapter 2

Buffer-Gas Cooled Molecular Beams

2.1 Introduction to Buffer Gas Cooling

Loading of the microwave trap requires a beam source capable of providing large fluxes of molecules at temperatures of ~1K or less. As described in the previous chapter, a number of methods have been developed by various groups to produce samples of molecules in this temperature range. Arguably the most flexible and technically straightforward of these is buffer gas cooling.

The buffer gas technique proceeds from the insertion of the atoms or molecules to be cooled into a cell filled with a cold gas of inert atoms, with which they then thermalize by elastic collisions. The most common method of introducing the species of interest is by means of laser ablation of a solid precursor housed in the cell [67]. Some experiments have instead made use of capillary feed lines to convey gas from an exterior reservoir [36], or an entrance aperture in the buffer gas cell through which a beam from a nearby oven may be directed [68]. These methods have the advantage of producing high input fluxes, but are harder to operate for extended periods of time and require significantly more challenging thermal engineering. The choice of buffer gas is restricted to noble atoms with sufficiently high vapor pressure at the desired final temperature to allow thermalization to occur over a reasonably short distance. This effectively limits the possibilities\(^1\) for cold beam

\(^1\)Some recent work in the Doyle group at Harvard has focussed on using Ne as a buffer gas for hydrodynamic beam sources [32], primarily on the grounds that the very low vapor pressure of Ne at 4K makes all surfaces in thermal contact with their liquid helium bath into highly efficient cryopumps. In most of our experiments however, we have been able to obtain sufficiently high pumping speeds with charcoal cryosorbs to obviate the problem of collisions with residual background helium. The technical difficulty of maintaining a ~15K buffer gas cell in a 4K cryostat in order to obtain reasonable buffer gas densities, combined with the disadvantage of having a ~15K final rotational temperature distribution in the molecular
sources to $^3$He and $^4$He, with the saturated vapor pressure curves shown in Figure 2.1. Although $^3$He allows lower ultimate temperatures to be obtained, its high monetary cost precludes use in an open cell of the type needed to produce a beam. We have therefore chosen to use $^4$He.

By working through the kinematics of hard-sphere elastic collisions between buffer gas atoms and the species of interest, it can be shown [69] that the rate of thermalization with respect to the number of buffer gas collisions is given by

$$\frac{dT_N}{dN} = \frac{-2Mm_B}{(M + m_B)^2} (T_N - T_B) \tag{2.1}$$

where $T_N$ is the temperature of the species to be cooled (of mass $M$) after $N$ collisions with buffer gas atoms (of mass $m_B$) at temperature $T_B$. The solution to this equation for initial temperature $T_{N=0}$ is then

$$T_N = T_B + (T_{N=0} - T_B) \exp\left(\frac{-2Mm_B}{(M + m_B)^2} N\right) \tag{2.2}$$

In our apparatus, laser ablation is used to introduce molecular species of mass $M \sim 100$amu into the $^4$He buffer gas ($m_B = 4$amu) cell, with a characteristic initial temperature on the order of $T_{N=0} \sim 1000K$ [28]. According to equation 2.2 then, approximately $N_{th} \sim 100$ collisions are required to thermalize the molecules to within 10% of the 4.2K buffer gas temperature. This sets the helium density needed for thermalization in a cell of a given size. Most of our beam development work has used the cubic cell of side length $D = 3cm$ shown in Figure 2.1. For typical molecule-helium collision cross sections of $\sigma_{M-He} \sim 10^{-14}cm^2$, and a desired thermalization length $L_{th} \sim 3cm$, the necessary helium density is approximately $n_{He} \approx \frac{N_{th}}{\sigma_{M-He} \lambda_{M-He}} = 3 \times 10^{15}cm^{-3}$. (Here it is assumed that the molecules, with $M \gg m_B$ travel ballistically for most of the thermalization process, so that $L_{th} = N_{th} \lambda_{M-He}$, where $\lambda_{M-He}$ is the mean free path of the molecules in the buffer gas.)

In the standard picture of ablation into a cell filled with static buffer gas, the molecules leave the target ballistically and travel a distance $L_{th}$ to thermalize, then diffuse outwards thereafter in a roughly spherical pattern. (This behavior has been seen in numerical simulations [69], and is consistent with optical absorption measurements made in the cell.) A circular aperture of diameter $d_{ap}$ may be placed in one wall of the cell to allow the molecules to escape and form a beam, where beam, seems to make Ne buffer gas less attractive than $^4$He for our purposes.
Figure 2.1: Helium buffer gas cell. **Left:** Saturated vapor density of helium as a function of temperature, obtained from [70]. Note that the 4K saturated density of \(^{4}\)He exceeds the density required to thermalize in a \(D = 3\) cm \((n_{\text{He}} \geq 3 \times 10^{15}\) cm\(^{-3}\)) by about 5 orders of magnitude. **Right:** Photograph of the \(D = 3\) cm cell used in our hydrodynamic beam experiments. Molecules are ablated from a solid target with a pulsed Nd:YAG laser that passes through the window on the side of the cell, and become entrained in helium entering through an inlet in the back face. Helium and molecules exit the cell through the \(d_{\text{ap}} = 3\) mm diameter exit aperture.

d_{\text{ap}} \leq \lambda_{\text{M-He}}\) is selected such that the molecules pass through the aperture effusively and thereby maintain a kinetic energy of \(~4K\) in all directions of motion. The optimal extraction efficiency \(\eta\) should be obtained if the characteristic size of the cell \(D\) is chosen to be equal to the thermalization length \(L_{\text{th}}\), so that the molecules reach \(~4.2K\) as they arrive at the aperture. In this case, \(\eta\) is given by the ratio of the solid angle subtended by the aperture at the target to the solid angle into which the molecules expand. If we assume the molecules leave the target in a cosine distribution, with \(\int \cos \theta d\Omega = 2\pi\), then

\[
\eta = \frac{n_{\text{M-He}} = \frac{\lambda_{\text{M-He}}^2}{8(N_{\text{He}} \lambda_{\text{M-He}})^2}}{10^{-5}}
\]

Note again that \(N_{\text{th}} \approx 100\). This estimate of the extraction efficiency for an effusive beam is independent of \(D\) or \(n_{\text{He}}\); it can, however, potentially be improved by as much as an order of magnitude by using a rectangular, slit-shaped aperture of dimensions \(l_{\text{ap}} \times w_{\text{ap}}\), such that \(l_{\text{ap}} \leq \lambda_{\text{M-He}}\) to ensure effusive flow, and \(w_{\text{ap}} \sim 10 l_{\text{ap}}\). Otherwise, it is not possible to obtain significantly greater extraction with an effusive buffer gas beam source.

Increased molecule flux may, however, be obtained if the source is operated at higher buffer gas
density. When the density is increased (or, equivalently, the aperture diameter made larger for a fixed cell size) such that \( d_{ap} \gg \lambda_{M-Hc} \), the molecules become entrained in the helium flow around the aperture and are more likely to exit the cell. This effect is clearly shown in the data of Section 2.4.1. The improved extraction efficiency is generally accompanied by an increase in the forward kinetic energy of the molecules forming the beam. In the vicinity of the aperture, molecules are struck from behind multiple times by the faster-moving helium atoms traveling out of the cell, with the result that their mean forward velocity is boosted to something approaching the helium velocity, \( v_{He} \). Depending on the ratio of the aperture diameter to the helium-helium mean free path \( \lambda_{He-He} \), the mean forward velocity of the helium exiting the aperture will be between its effusive and supersonic limits [71]:

\[
\sqrt{\frac{8k_B T}{\pi m_{He}}} \leq v_{He} \leq \sqrt{2\gamma} \sqrt{\frac{2k_B T}{m_{He}}}
\]  

(2.4)

Here, \( \gamma = C_P/C_V = 5/3 \) for helium. At 4.2K, the helium velocity outside the aperture (and hence the mean molecule velocity) can range between 149m/s (for effusive He flow) to 241m/s (for fully supersonic He flow). For the molecules we typically use, with a mass exceeding that of helium by roughly a factor of \( \sim 25 \), the resulting mean forward kinetic energy is between roughly ~100K and 160K.

Of particular experimental interest is the situation where the exit aperture of the buffer gas cell is made sufficiently large to allow all of the helium in the cell to be pumped out before the thermalized molecules have time to diffuse to the walls and stick. The characteristic timescale \( \tau_{pump} \) for emptying the cell of helium, and the time \( \tau_{Diff} \) for molecules to diffuse through the buffer gas to reach the cell walls are given by [72]

\[
\tau_{pump} = \frac{V}{C_{ap}} = \frac{4D^3}{\pi d_{ap}^2} \sqrt{\frac{2\pi m_{He}}{k_B T}}
\]  

(2.5)

\[
\tau_{Diff} = \frac{1}{\kappa_D} \left( \frac{D}{\pi} \right)^2 = \frac{16m_{He} \lambda_{M-He}}{3} \sqrt{\frac{\mu}{2k_B T}} \left( \frac{D}{\pi} \right)^2
\]

Here, \( \kappa_D = \frac{1}{6m_{He} \lambda_{M-He}} \sqrt{\frac{2k_B T}{\mu}} \) is the diffusion constant for the molecules in helium, with \( \mu \) the re-
duced mass, and \( C_{ap} = \frac{n_{He}^2 d^2}{4} \sqrt{\frac{kT}{2\pi m_{He}}} \) is the conductance of the aperture \([73]\). For our \( D = 3\) cm cell, operating at a helium density \( n_{He} \approx 5 \times 10^{16} \text{cm}^{-3} \), we therefore require an aperture diameter \( d_{ap} > \left( \frac{3}{2} n_{He}^{3/2} \frac{D}{m_{He} + m_{M}} \sqrt{\frac{m_{He} + m_{M}}{n_{He}}} \right)^{1/2} \approx 2 \text{ mm} \) to obtain \( \tau_{pump} \ll \tau_{Diff} \) and thereby access the fully entrained regime. Beams formed in this way have been shown to extract as much as 40% of the single-shot ablation yield of a Yb target \([74]\), and are furthermore extremely well-collimated, with 4K transverse velocity distributions \( \Delta v_{Dopp} \approx 40 \text{ m/s} \) (FWHM) and mean forward velocities \( v_z \approx 200 \text{ m/s} \). This makes them highly attractive for a number of molecular beam experiments, including the parity-violation experiment in BaF and electron EDM experiment with ThO being carried out in the DeMille group. We have therefore made some effort to develop and characterize these sources, as described in Section 2.6 and Chapter 4 of this thesis.

### 2.2 Molecule Selection

Compared to other methods for cold molecule production, buffer gas cooling is notable for its flexibility in terms of the wide range of molecular and atomic species to which it can be applied. Our cryogenic beam development work has largely focused on three molecules: SrO, BaF, and SrF.

We initially identified SrO as the molecule of choice for demonstrating microwave trapping, due to its large dipole moment \( (\mu = 8.9 \text{ Debye}) \), laser diode-accessible optical transition wavelength \( (\lambda = 786 \text{ nm} \text{ for the } |X, v = 0 \rangle \rightarrow |A, v' = 3 \rangle \text{ transition}) \), and its rotational constant \( (B_r = 10.14 \text{ GHz}) \), which affords the possibility of acquiring significant power from DBS-band klystron amplifiers at microwave frequencies close to resonance with the \( f = 0 \rightarrow f' = 1 \) transition. For the experiments directed towards laser cooling of molecules described in Chapter 4, it was necessary to find species with highly diagonal Franck-Condon factors to facilitate the scattering of large numbers of photons, and both BaF and SrF satisfy this requirement \( (\beta_{0,0} = 0.98 \text{ for SrF} \text{ and } \beta_{0,0} = 0.95 \text{ for BaF}) \). Both species also have relatively large dipole moments \( (\mu = 3.5 \text{ Debye for SrF} \text{ and } \mu = 3.2 \text{ Debye for BaF}) \), and electronic transitions that can be excited with diode lasers. The existence of a metastable \( A^2\Pi \) state lying below the \( A^2\Sigma^+ \) state in BaF effectively doubles the number of repump lasers required and therefore makes it less favorable than SrF for laser cooling; however, the fact that it was already being employed in another experiment in our group made it a useful test species for beam development.

\( ^2 \text{In fact, this is the effective conductance of the aperture; the conductance for deeply hydrodynamic flow may be somewhat higher. If anything, this would decrease the minimum required aperture diameter for full entrainment slightly.} \)
until the appropriate lasers for SrF could be assembled.

Evaporative cooling in a microwave trap requires the molecular species under consideration to be stable against two-body chemical reactions with themselves. Relevant values from the literature for bond strengths in our molecules are summarized in the table below:

<table>
<thead>
<tr>
<th>Bond</th>
<th>Bond Energy</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr - O</td>
<td>425.5 ± 16.7 kJ/mol</td>
<td>[75]</td>
</tr>
<tr>
<td>Sr - F</td>
<td>541.8 ± 6.7 kJ/mol</td>
<td>[75]</td>
</tr>
<tr>
<td>Ba - F</td>
<td>580.6 kJ/mol</td>
<td>[76]</td>
</tr>
<tr>
<td>Sr - O₂</td>
<td>226 ± 25 kJ/mol</td>
<td>[77]</td>
</tr>
<tr>
<td>SrF - F</td>
<td>565 ± 42 kJ/mol</td>
<td>[78]</td>
</tr>
<tr>
<td>BaF - F</td>
<td>561 kJ/mol</td>
<td>[76]</td>
</tr>
<tr>
<td>Sr - Sr</td>
<td>15.5 ± 0.4 kJ/mol</td>
<td>[75]</td>
</tr>
<tr>
<td>O - O</td>
<td>498.36 ± 0.17 kJ/mol</td>
<td>[75]</td>
</tr>
<tr>
<td>F - F</td>
<td>158.78 kJ/mol</td>
<td>[75]</td>
</tr>
</tbody>
</table>

Estimated reaction energies are therefore as follows:

\[
\begin{align*}
2 \text{SrO} & \rightarrow \text{Sr} + \text{SrO}_2, \quad \Delta U = +127 \pm 42 \text{ kJ/mol} \\
2 \text{SrO} & \rightarrow \text{Sr}_2 + \text{O}_2, \quad \Delta U = +337 \pm 33 \text{ kJ/mol} \\
2 \text{BaF} & \rightarrow 2 \text{Ba} + \text{F}_2, \quad \Delta U = +1002.4 \text{ kJ/mol} \\
2 \text{SrF} & \rightarrow \text{Sr}_2 + \text{F}_2, \quad \Delta U = +909 \pm 13 \text{ kJ/mol} \\
2 \text{BaF} & \rightarrow \text{BaF}_2 + \text{Ba}, \quad \Delta U = +19.6 \pm 2 \text{ kJ/mol} \\
2 \text{SrF} & \rightarrow \text{SrF}_2 + \text{Sr}, \quad \Delta U = -23 \pm 42 \text{ kJ/mol}
\end{align*}
\]

Thus, while SrO is unlikely to undergo 2-body chemical reactions in a trap, the situation is less clear with BaF and SrF. More accurate data for the BaF-F and SrF-F bond strengths may be required before proceeding with microwave trapping experiments with these species.

The results of calibrated fluorescence measurements for SrO at high helium flow rates may point to a potential problem in forming high flux hydrodynamic beams with that molecule. Using our \( D = 3 \text{cm} \) cell with an aperture diameter \( d_{ap} = 3 \text{ mm} \) and helium densities \( 2 \times 10^{16} \text{ cm}^{-3} \leq n_{He} \leq 2 \times 10^{17} \), we have fairly consistently observed integrated SrO signal intensities some two orders of magnitude...
Figure 2.2: Comparison of in-cell absorption time traces for SrO, BaF and SrF in the hydrodynamic helium flow regime. The data were all obtained at different times using direct absorption spectroscopy. All data were collected in the $D = 3\text{cm}$ cell, except for the SrO trace labeled $D = 7\text{cm}$. The data have been normalized such that the peak absorption is 1 in each case, in order to facilitate comparison the time characteristics of the traces. Several points were also removed from the $D = 7\text{cm}$ SrO trace around $t = 0$ in order to eliminate a spike in the data due to electrical pickup from the Q-switch of the ablation laser. These data clearly show that the signal decay time for SrO in the $D = 3\text{cm}$ cell is much faster than for the other species, and also much faster than the decay time for SrO in the $D = 7\text{cm}$ cell. The cause for this effect is not known; our current hypothesis is that buffer gas flow properties of the small cell somehow promote chemical reactions between SrO and other ablation products (other molecules, clusters, dust) that are not present in BaF or SrF.
lower than would be expected for extraction efficiencies of ~0.05 and ablation yields ~ $10^{12}$ per shot obtained under similar conditions with other species. This seems to be the result of some interaction between the chemical properties of SrO and buffer-gas dynamics associated with the $D = 3$ cm cell at high flow rates. Figure 2.2 shows characteristic absorption traces obtained at various times in the $D = 3$ cm cell for SrO, BaF and SrF, normalized such that the peak absorption is equal in each case. It is immediately evident that the rate for the SrO signal to decay inside the cell is much more rapid than for the other species. This decay time is also considerably shorter than the expected time for molecules to diffuse to the walls of the cell $\tau_{\text{Diff}}$, or the time for all of the helium in the cell to leave via the aperture, $\tau_{\text{pump}}$, both of which are on the order of tens of ms at these helium densities. The current hypothesis is that the SrO molecules are undergoing chemical reactions with each other or with other ablation products in the vicinity of the target; this was the explanation proposed for a similar effect seen in experiments directed towards the trapping of VO in a buffer gas cell in the Doyle group at Harvard [79]. Somewhat surprisingly, this effect was not observed at similar buffer gas density in our $D = 7$ cm cell, as shown in Figure 2.2. This is difficult to understand, and presumably depends on the specific details of hydrodynamic helium flow in the two cells.

2.3 Experiment Setup

2.3.1 Cryogenic Beam Source

Most of our buffer gas cooled beam development work was carried out using a slightly modified version of the IR-Labs model HDL14 liquid helium cryostat. The cryogenic and vacuum apparatus for that beam source has been described extensively in [69]; a brief description of the key features is included here for completeness. The cryostat consists of a 8.5ℓ liquid nitrogen bath and a 36.4ℓ liquid helium vessel, with a 14 inch diameter cold plate. Mechanical drawings of the cryostat and cold plate are in Appendix A. A high-purity aluminum shield extends from the nitrogen vessel to cover the 4K components of the cryostat and protect them from room temperature black-body radiation.\footnote{Recall that the radiative heat load due black-body emission scales as $\Delta T^4$. The inclusion of a shield at 77K has the advantage of transferring most of the radiative load due to the ~298K interior surface of the vacuum chamber to the vessel containing liquid nitrogen, which has both a higher heat of evaporation and a lower monetary cost than liquid helium. [80]} The vacuum chamber housing the cryostat is of cylindrical cross section (outer diameter OD = 16 inches), with an ISO-500 bottom flange, and an o-ring seal to the cryostat at the top. A series of 6” CF viewports provide optical access at the height of the cold plate. In order to be able
to handle the high helium gas load of the beam source, vacuum was originally obtained using a large diffusion pump (Edwards HT16, pumping speed \( S \approx 7200 \text{ s}^{-1} \) for helium) mounted directly to the bottom of the chamber. (Protection from back-streamed pump oil and high temperature black-body photons was provided by a set of water-cooled baffles.) When it was recognized that charcoal cryosorbs [81] could be used to make high-capacity helium pumps with comparable or better pumping speed, the diffusion pump was eliminated and a bottom flange installed with a long rectangular window (of dimensions 10.5" x 1.5") for observing the molecular beam at various points.

The buffer gas cell is mounted to the cold surface of the cryostat via an intermediate transfer plate which allows some flexibility in positioning.\(^4\) Most of the SrO measurements described in [69] were made with a relatively large, cubic brass cell of dimension \( D = 7 \text{ cm} \); more recent beam work has primarily used the \( D = 3 \text{ cm} \) copper cell shown in Figure 2.1. Helium gas is supplied to the cell through a copper tube that is thermally anchored to both the 77K and 4K vessels. The temperature of the cell and various other cold surfaces is monitored using diode thermometers (Lakeshore Cryogenics DT-670). Molecules are introduced into the cell through a copper tube that is thermally anchored to both the 77K and 4K vessels. The

2.3.2 Detection Methods

The detection of small numbers of diatomic molecules is made challenging, compared to typical experiments with alkali atoms, by the absence of cycling transitions. Typically, only a single photon can be absorbed or emitted before the internal state of the molecule is changed. We have employed several methods of detection during the development of the buffer gas beam source, including direct absorption of an optical probe, the collection of laser-induced fluorescence, and absorptive detection using a frequency-modulated laser. A brief description of each approach is included below, along with a discussion of its advantages and potential drawbacks in this context.

For calibration of ablation yields and measurements of the molecule density inside the buffer gas cell, straightforward absorption measurements are usually sufficient. A weak probe beam,

\(^4\) It was found that maintaining a good mechanical surface quality at the interfaces between the cell, transfer plate and cryostat was crucial for holding the cell temperature close to 4K. The application of a very thin layer of Apiezon-N cryogenic vacuum grease was also useful in this regard.

25
tuned to a particular molecular ro-vibronic transition, is passed through the cell and detected using a photodiode, and the attenuation due to absorption by the molecules is measured. For SrO measurements, the probe was provided by an external cavity diode (ECD) laser in the Littman configuration (Sacher Lasertechnik TEC500), locked to a stabilized optical cavity and typically tuned to the $|X, v = 0, J = 2\rangle \rightarrow |A, v = 3, J = 3\rangle$ transition. (Some effort was made to develop a "ratchet-lock" technique whereby the laser could be scanned tens of GHz to access multiple rotational lines while remaining locked; see [69] for details.) For SrF, the laser setup described in Chapter 4 was used instead.

In absorption measurements, when the probe is tuned to resonance, the fractional power attenuation is given by $\Delta P/P = 1 - \exp(-n_M \sigma_D \Delta z) \approx n_M \sigma_D \Delta z$ (the final approximation being for the case of small optical depth), where $n_M$ is the molecule density, $\sigma_D$ the Doppler-broadened absorption cross section, and $\Delta z$ the optical path length through the molecules [82]. Typical in-cell absorption signals observed for SrO were on the order of ~2 - 5%, depending on the target used, ablation beam parameters, and the position of the probe in the cell; for BaF and SrF, signals of 10 - 40% were fairly usual. The practical limit on the sensitivity of these direct absorption measurements is set by laser amplitude noise, and is about $\sim 3 \times 10^{-3}$ for a single measurement, detected within a 30kHz bandwidth. The noise arises mainly from mechanical vibrations in the cryostat, which are coupled to the optical intensity by etalon effects due to imperfectly anti-reflection coated windows. It is improved to some extent by the use of a balanced detection setup, where a second probe beam of equal intensity is passed through all of the same optical surfaces except buffer gas cell, and the detected signal subtracted from the main probe to eliminate common-mode noise. Performing this procedure with the New Focus Nirvana auto-balanced detector improves the sensitivity to somewhat better than $\sim 10^{-3}$. Beyond ease of implementation, the chief advantages of absorptive detection are simplicity of calibration (assuming that the strength of the probed transition is well known, as it is in all three of our cases), and the ability to obtain spatial resolution by translating the probe beam through the region of interest. This allows for the distribution of molecules in the cell to be mapped out, and would in principle provide the ability to measure the spatial characteristics of the beam if signals were sufficiently large. The latter application requires the use of the FM technique described below for molecules; however, it should be possible in direct absorption with, for instance, the Yb beams developed by the Doyle group at Harvard.
For the detection of the molecular beam itself, we have relied largely on laser induced fluorescence (LIF). Here, a probe tuned to resonance with a molecular transition intersects the beam at a fixed point and the resulting fluorescence is detected with a photomultiplier tube (PMT). This approach has the advantage of being able to detect very small numbers of molecules; ideally, the minimum observable signal is determined by shot noise in the dark current at the PMT photocathode. Photons are collected using a lens (typically an achromatic doublet) positioned close to the detection point. The maximum solid angle over which light may be collected without resorting to more elaborate optics is about $0.04 \times 4\pi$ steradians (using a f/1 lens for fluorescence collection), although this can be increased by a factor of two by placing a mirror of the same focal length on the opposite side of the detection point. The measured signal is then directly proportional to the number of photons collected, multiplied by the gain of the PMT and its quantum efficiency at the detection wavelength.

The chief technical challenge with LIF detection is to collect only photons emitted by the molecules. For SrO, interference filters may be used to block much of the 786nm background light from the probe laser (tuned to the $|X, v = 0, J = 2 \rightarrow |A, v = 3, J = 3\rangle$ transition) scattered off the vacuum windows and interior surfaces of the chamber, while still admitting fluorescence emitted from $|A, v = 3, J = 3\rangle \rightarrow |X, v = 1, J\rangle$ at 828nm. (PMT efficiency at emission wavelengths further to the red is sufficiently poor that they need not be considered.) This approach cannot be used with BaF and SrF, however, which have strongly diagonal Franck-Condon factors and therefore emit negligible fluorescence at wavelengths other than that of the excitation. In these cases, the only solution is to use Brewster-angled or AR coated windows, to align the probe carefully, and to try to minimize the solid angle over which the detector can collect reflections of scattered light off interior surfaces. Stray light from the intense plume of highly excited material inside the cell immediately following the ablation event can also be an issue, particularly if it causes the PMT to become saturated over the ~5 ms timescale during which the molecule signal can be detected. The use of an aperture to spatially filter detected light, as well as gating off the high-voltage supply to PMT dynodes during ablation, can help to solve this problem. The other obvious drawback of LIF detection is that it does not admit changes in the position of the probe once the optics have been aligned and the cryostat cooled down, precluding the possibility of studying spatial variations in molecule density.
In order to enhance the sensitivity of our absorptive detection, we have made use of frequency modulation (FM) spectroscopy [83]. Radio frequency sidebands at \( \Omega = 2\pi \times 100\text{MHz} \) are inscribed onto the absorption probe using an electro-optic modulator (EOM) (Thorlabs EO-PM-R-C1), and it is then passed through the sample and directed onto a high-bandwidth amplified photodiode (Thorlabs PDA10A). Homodyne mixing is used to extract the component of the photodiode signal at the modulation frequency. In general, the modulation depth is chosen to be \( M \sim 1.4 \) radians, which gives approximately equal power in the fundamental and each of the first-order sidebands at \( \pm \Omega \). The sidebands are exactly out of phase so that, in the absence of absorption by the molecules, the beat signal between the \( +\Omega \) sideband and the fundamental is exactly canceled by that between the \( -\Omega \) sideband and the fundamental. If the probe is tuned such that one sideband is preferentially absorbed, however, the cancelation is incomplete and a signal is detected. For electric field amplitude coefficients \( \beta_0, \beta_1, \) and \( \beta_2 \) in the fundamental, first-, and second-order sidebands respectively (normalized such that \( \beta_0^2 + 2\beta_1^2 + 2\beta_2^2 = 1 \), and assuming that the modulation depth is sufficiently low to prevent significant power from going into higher order sidebands), it can be shown (see calculation in Appendix B) that the FM signal component in phase with the modulation waveform is proportional to \( S_{FM} \propto P_02\delta(\beta_0\beta_1 + \beta_1\beta_2) \). Here, \( P_0 \) is the laser power impinging on the detector, and \( 2\delta \) is the fractional power absorption due to the molecules. The out of phase component of the signal measures the optical dispersion induced by interaction with the molecules. Figure 2.3 shows a schematic of the RF detection circuit and the optical components used for our FM spectroscopy setup.

The sensitivity of the FM spectroscopy setup is ideally limited by detector noise. We normally operate with sideband intensities given by \( \beta_0 = 0.59, \beta_1 = 0.54, \) and \( \beta_2 = 0.19 \), so that for unit absorption \( (2\delta = 1) \), the effective power in the FM signal is \( (\beta_0\beta_1 + \beta_1\beta_2)P_0 = 0.42P_0 \). For a typical probe beam power\(^5\) on the order of \( P_0 \sim 3\text{ mW} \), this gives an effective FM signal power at unit

\(^5\)It is somewhat remarkable that we are able to operate at these high probe powers without bleaching the transition. For molecules traveling at \(-150\text{ m/s}\) through a \( \sim 3\text{ mm} \) diameter probe beam, the transit time linewidth is approximately \( \gamma_T \approx 2\pi \times 50\text{kHz} \). The \( v = 0 \rightarrow v' = 1 \) transitions in BaF and SrF have line strengths comparable to that of the \( 5^2S_{1/2} \rightarrow 5^2P_{3/2} \) transition in \( ^8\text{Rb} \) \((2\gamma_T = 2\pi \times 5.98\text{mHz})\), for which the saturation intensity is \( I_{sat} = 1.64\text{ mW/cm}^2 \) [1]. (The \( v = 0 \rightarrow v' = 3 \) transition in SrO is about two orders of magnitude weaker, and should have correspondingly lower saturation intensity.) We would therefore expect to excite each BaF or SrF molecule once before it passes through the beam with a probe intensity of \( \gamma_T/\gamma_{RB}I_{sat} \approx 1.4\mu\text{W/cm}^2 \). With our \( \sim 3\text{ mm} \) diameter beam, the saturation power should be about \( P_{sat} = \frac{3}{2}I_{sat}w^2 \approx 2\text{W} \). Even allowing for several photons to be scattered per molecule due to the relatively diagonal Franck-Condon factors, we would still expect to see bleaching at powers no more than an order of magnitude higher than this. Nevertheless, we observe no bleaching even with \( >1\text{ mW} \) of power in our probe beam; the FM signal size varies linearly with power. The only plausible explanation for this observation is that background helium atoms or other ablation products in the beam are colliding with the molecules over length scales less than \( 3\text{ mm} \). This is surprising, given that our vacuum is typically measured to be better.
Figure 2.3: FM Spectroscopy Setup. **Left:** Radio frequency (RF) components for homodyne measurement of the FM signal. An oscillator generates ~10dBm of RF power at 100 MHz, which is split between the EOM drive channel and the local oscillator (LO) input of a mixer. (A VCO should, in principle, suffice for this purpose, although we used the Agilent 8257D signal generator to guarantee very low phase noise for our measurements.) A variable phase shifter is inserted into the reference channel to compensate for phase delays in cables to and from the EOM and photodiode. The EOM drive is amplified so as to produce a modulation depth $M \approx 1.4$ in the optical probe beam. The light from the probe is detected by a high-bandwidth photodiode and the signal is fed back into the radio frequency (RF) port of the mixer, where the 100 MHz component is mixed down to DC. (The mixer output is low-pass filtered before digitization to remove the component at 200MHz.) The DC component of the photodiode signal is also read off from a bias tee, in order to normalize for fluctuations in laser power. **Right:** Optical path for the FM probe beam. The polarization of the input beam from a multimode fiber is purified using a linear polarizer, then rotated to coincide with the fast axis of the EOM crystal. The light is focussed through the crystal with a 1:1 telescope consisting of two 25 cm focal length lenses. The crystal produces 100 MHz sidebands in the spectrum of the probe beam. The polarization of the probe is then rotated to the desired axis and the beam is passed through the sample.
absorption of $S \sim 1.2$ mW. (This is the expected raw signal size, without dividing by the 3 mW signal from the DC channel of the bias-tee for power normalization.) The specified noise equivalent power (NEP) for the Thorlabs PDA10A diode is $5.5 \times 10^{-11}$ W/\(\sqrt{\text{Hz}}\), for a total noise power in our $B = 30$ kHz detection bandwidth (chosen to allow time resolution $T_{\text{res}} \approx (\pi B)^{-1} \approx 0.01$ ms, much finer than the $\sim 5$ ms duration of our signals) of $N = 9.5 \times 10^{-6}$ mW. Thus, the expected maximum sensitivity is on the order of $N/S \sim 8 \times 10^{-6}$. (By comparison, the shot-noise on our 3 mW probe beam is given by $\delta P/\sqrt{B} = \sqrt{P_{\text{in}}} = 2.8 \times 10^{-11}$ W/\(\sqrt{\text{Hz}}\); for a 1\(\mu\)W beam, it is $5.0 \times 10^{-13}$ W/\(\sqrt{\text{Hz}}\).)

In fact, we have normally observed higher than specified noise levels in the diode power spectrum when illuminated, which increase linearly with intensity roughly as $\text{NEP} \sim 6.7 \times 10^{-10}$ W/\(\sqrt{\text{Hz}}/\text{mW}\) at the frequencies of interest. This noise is highly sensitive to beam pointing, which suggests it may be due to slight spatial separation of the frequency components of the probe. It effectively limits the maximum sensitivity of our measurements to $N/S \sim 3 \times 10^{-4}$ in a single ablation shot. Efforts made to reduce the noise in the FM setup are detailed in Appendix C.

Frequency modulation spectroscopy therefore gives at least a factor of 3 better sensitivity than could be obtained even with balanced absorption detection, and has the added advantage of requiring the translation of only a single probe beam for measurements of spatial density variations. It has proven extremely useful for beam characterization purposes, where signals tend to be small until the necessary optimizations can be made. It does have the drawback that signal sizes can be somewhat difficult to calibrate for molecule density measurements, primarily due to the variability of the phase delay between the FM signal and homodyne reference with respect to even relatively small changes (on the order of a few cm) in optical path length.\(^6\) Furthermore, the FM technique requires the sideband spacing to be chosen such that only a single sideband be absorbed; for a sufficiently well-resolved molecular spectrum, this just requires the spacing to be greater than the Doppler linewidth, $\Omega > \Delta \omega_D$, where $\omega_D \sim 2\pi \times 40$MHz for our species of interest at 4K. However, the hyperfine structure of SrF is of the same order as the $\Omega = 2\pi \times 100$MHz sideband frequency we have chosen, which again complicates the determination of molecule number from measured signal size if more than one sideband is being absorbed.

\(^6\)A reliable calibration would require having a known absorber in the beam path with exactly the same geometry as used to make the measurement. Practically, our best calibrations were made by measuring the known increase in reflection from an optical cavity as it was scanned through resonance. These were made with a completely different beam path, and therefore required the relative phase to be adjusted for the actual molecular beam measurement. It is inconvenient, though not impossible, to account for this change with accurate measurements of the optical path length.
2.4 Summary of SrO Measurements

2.4.1 SrO Ablation Yield and Beam Flux

Early development of the buffer gas beam source focused primarily on the production of effusive beams of SrO in the original \( D = 7 \) cm cell, and much of this work is already described in some detail in [69]. Typical ablation yields for our SrO targets were characterized both in a room-temperature setup and in a closed buffer gas cell at 4K. For these measurements, the helium density in the cell was varied such that the thermalization length \( L_{th} \) was approximately equal to the distance between the target and the probe beam, hence maximizing the absorption signal. (If the thermalization length is not equal to the probe distance, then the probe does not pass through the center of the roughly spherical distribution of diffusing thermalized molecules, and the absorption signal is consequently reduced.) A buffer gas density of approximately \( n_{He} \sim 5 \times 10^{15} \text{cm}^{-3} \) was required to achieve this condition for our probe geometry. Modeling the diffusing molecules as a sphere of constant density gives

\[
n_{SrO} = \frac{n_{He}}{L_{th}^3} \]

or an absorption length of \( L_{abs} \) (equal to the diameter of the sphere of diffusing molecules), the expected signal is then \( \Delta P/P = \frac{N_{vJ}}{n_{SrO}} \sigma_D \), with \( N_{vJ} \) the number of ablated molecules in the probed state and \( \sigma_D \) the Doppler-broadened cross section. The Doppler cross-section for \(|X, \nu, J) \rightarrow |A, \nu', J' = J + 1\) is given by [84]:

\[
\sigma_D = \frac{\sqrt{\pi} \lambda^2 2J' + 1 \gamma_p}{2 \pi \lambda^2 J + 1} \Gamma_D
\]

Here, the partial linewidth of the transition is given by \( \gamma_p = \frac{1}{\tau_A} \beta_{\nu, \nu'} \frac{J+1}{2J+1} \), and the Doppler width is \( \Gamma_D = \frac{2\pi}{\lambda} \sqrt{\frac{2\kappa T}{m_{SrO}}} \). Using an excited state lifetime \( \tau_A \approx 270 \text{ ns} \) (see below) and temperature \( T = 300\text{K} \), this gives \( \sigma_D = 5 \times 10^{-13} \text{cm}^2 \) for the \( J=8 \rightarrow J'=9 \) transition used in the room-temperature measurement. The measured signal was divided by the fractional Boltzmann population \( \sim 0.025 \) for the \( J=8 \) state at 300K to obtain a total ablation yield of about \( 2 \times 10^{12} \) molecules. Similar measurements performed for SrO, BaF, and SrF in closed or effusively-flowing cells at 4K are all consistent with characteristic yields on the order of \( \sim 10^{12} \) or higher.\(^7\) In-cell absorption measurements of this type, combined with the diffusion model of equation 2.6, also allow the SrO-He collision cross section at \( T \sim 4\text{K} \) to be estimated, \( \sigma_{SrO-He} = 5 \pm 3 \times 10^{-15} \text{cm}^2 \).

\(^7\)It is perhaps worthy of note that, for a \( D = 3 \) cm cell with high buffer gas throughput (producing hydrodynamic helium flow), the measured SrO yields are \( \lesssim 10^{11} \) total molecules; this may be further evidence for clustering of SrO at high buffer gas densities.
The decay lifetime of the $A^1\Sigma$ state of SrO was measured by sending a rapidly switched\(^8\) probe beam through the cell and observing the exponential decay of the resulting fluorescence, giving the value of $\tau_A = 270 \pm 20$ ns used to calculate the absorption cross section used in the yield measurements.

Rotational spectroscopy was carried out for a series of $|X^1\Sigma, v = 0, J\rangle \rightarrow |A^1\Sigma, v' = 1, J' = J + 1\rangle$ transitions in SrO, and the measured frequencies were found to be in good agreement with those of [85].

Measurements of near-effusive SrO beams were made using LIF spectroscopy, with light-collection optics set up to detect molecules immediately outside the cell aperture. An optical probe locked to a stabilized Fabry-Perot cavity was directed into the detection region at a right angle to the molecular beam, and its frequency scanned over the $|X^2\Sigma, v = 0, J = 2\rangle \rightarrow |A^2\Sigma, v = 3, J = 3\rangle$ transition to determine the transverse Doppler width. Similarly, a probe nearly parallel to the molecular beam was reflected off a mirror mounted on the front of the buffer gas cell and thereby passed through the molecules in both the forward and reverse directions, allowing the longitudinal Doppler width and the mean forward velocity (determined from the frequency difference between the fluorescence lines due to the co-propagating and counter-propagating beams) to be measured. Finally, the transverse probe was scanned over a series of rotational lines and their relative amplitudes were compared to extract the rotational temperature of the molecules. For sufficiently low buffer gas flow rates (corresponding to $n_{He} \leq 3 \times 10^{16}$ cm\(^{-3}\)), the temperatures measured in all degrees of freedom were consistent with the ~4-6K temperature of the $D = 7$ cm cell.

Interestingly, even for relatively modest buffer gas densities, $n_{He} \leq 5 \times 10^{15}$ cm\(^{-3}\), the measured forward velocity of the beam was already considerably higher than the expected 4K SrO effusive mean velocity of $\overline{v} = \sqrt{\frac{n_{He} T_{SrO}}{\mu_{SrO}}} = 28.5$ m/s. The forward velocity, as well as beam flux, are shown as a function of buffer gas density, in Figure 2.4. (Molecule flux numbers were estimated by using calibrated collection optics and a previous measurement of the PMT quantum efficiency; see [69] for details.) Even for the smallest detectable number molecules in the beam, the forward velocity was roughly a factor of two above the effusive limit. At the same time, the observed molecule number

\(^8\)The switching was performed by tightly focusing the 786nm beam through an acousto-optic modulator (NEOS N23110) and using the first diffracted order to probe the molecules. The RF supply to the AOM was switched at 100 kHz; the rise time of the first order output was specified to be ~20 ns. A fast avalanche photodiode (Advanced Photonix SD 197-70-72-661) with 14 MHz bandwidth (and hence rise time ~11 ns) was used to detect the fluorescence.
for a fixed aperture diameter increased rapidly with in-cell buffer gas density. This is consistent with the picture of a small number of SrO-He collisions in the vicinity of the aperture causing a significant boost in the molecule velocity, outlined in Section 2.1 and discussed in detail in [86]. These data were among the first indications that it might be favorable for a variety of molecular beam experiments to operate in the high buffer gas density, large aperture, entrainment regime \( \tau_{\text{pump}} \ll \tau_{\text{Diff}} \). This was the primary motivation for switching to the small, \( D = 3 \text{ cm} \) cell.

\[ V(r, \theta) = V_0 r^2 \cos(2\theta) \] (2.7)

The resulting electric field has magnitude \( |\vec{E}| = 2V_0 r / R^2 \), where \( r \) is the distance from the axis of the

2.5 Electrostatic Guiding

We have demonstrated electrostatic guiding of a hydrodynamic beam of SrO molecules. Transverse confinement was provided by the quadrupole potential generated by four guide rods with alternating positive and negative voltages \( \pm V_0 \), which takes the form

\[ V(r, \theta) = V_0 r^2 \cos(2\theta) \] (2.7)

The resulting electric field has magnitude \( |\vec{E}| = 2V_0 r / R^2 \), where \( r \) is the distance from the axis of the
Figure 2.5: Electrostatic guiding experiment. SrO molecules are produced by ablation in the \( D = 3 \) cm cell at a buffer gas density \( n_{\text{He}} \approx 2.6 \times 10^{16} \text{ cm}^{-3} \), and flow out the \( d_{\text{ap}} = 3 \) mm aperture in the front face of the cell at an estimated average velocity \( v_z \sim 150 \text{ m/s} \). (Note that for the data actually shown in Figure 2.7, the two stage aperture was not used; the cell was moved forward to be adjacent to the guide mount, so that the orifice was roughly 2 cm from the start of the guides.) The electrostatic guide, with rods of radius \( R = 0.32 \) cm, provides transverse confinement over a distance \( L_G = 11 \) cm. LIF probe beams and light collection optics are placed before and after the guide to measured the increase in beam flux at the end of the guide as a function of the voltage applied to the rods.

guide and \( R = 0.32 \) cm is the radius of the guide rods. (Note that, in order to create the quadrupole field, the surface of each rod must also be located a distance \( R \) away from the axis.) At low fields, the thermally populated excited rotational states \( |J \geq 1, m = 0 \) experience a Stark shift that causes their energy to increase with increasing field, and hence a radial force directed towards the axis of the guide. A calculation of the expected Stark shifts, obtained by numerically diagonalizing the molecular Hamiltonian, \( H = B J (J + 1) - d \cdot E \), is shown in Figure 2.7.

The experiment was carried out using the setup depicted in Figure 2.5. A hydrodynamic SrO beam was produced in the \( D = 3 \) cm cell with an aperture diameter \( d_{\text{ap}} = 3 \) mm and a helium input flow of 15 sccm, corresponding to a buffer gas density of \( n_{\text{He}} \approx 2.6 \times 10^{16} \text{ cm}^{-3} \). The quadrupole guide, with rods of radius \( R = 0.32 \) cm and length \( L_G = 11 \) cm, was mounted in a copper box thermally linked to the cold plate of the cryostat, the interior surfaces of which were covered with charcoal for cryopumping.\(^9\) The entrance to the guide was located approximately 2 cm downstream from the cell orifice. Fluorescence collection optics were set up before and after the guide, and a

\(^9\)In hindsight, the box surrounding the guide was likely a mistake, as the probability for helium to stick to the charcoal surface on any given wall collision is significantly less than unity [87]. The box has the effect of preventing helium from leaving the vicinity of the guide, and may therefore actually increase the local helium background pressure. A better approach would have been to use the charcoal aperture plates described in Section 2.6.
Figure 2.6: End-of-guide fluorescence data. Each panel shows the collected fluorescence as a function of laser frequency for a fixed voltage applied to the electrostatic guide. The data were collected by first switching the guide voltage off and scanning the probe laser through resonance to obtain a normalization signal, then setting it to the desired voltage and repeating the scan; each panel therefore shows the corresponding zero-voltage scan in addition to the data at the voltage of interest. (These data were all collected over the course of a few hours and the vertical axes in each graph have the same scale. It is worthwhile to note that the magnitude of the frequency-integrated normalization signal varies by 10% or more between scans due to short-term variability in ablation yield.) The frequency scans were carried out in steps of 4.4 MHz. Every data point corresponds to the sum of 10 ablation shots collected at a given frequency; the fluorescence integration time was 5 ms for each shot, and 1 ms of data was taken before the ablation laser fired for background subtraction. The frequency-integrated fluorescence signal with the guide voltage on was divided by the integrated signal at zero voltage to determine the flux enhancement factors shown in Figure 2.7. (Each panel here corresponds to one point in that graph.)
probe beam tuned to the $|X^2\Sigma, \nu = 0, J = 1\rangle \rightarrow |A^2\Sigma, \nu' = 3, J' = 2\rangle$ transition introduced at each side. In order to maximize the light collection efficiency, a spherical mirror of focal length $f = 30\text{mm}$ was introduced above the beam to match the $f = 30\text{mm}$ achromatic doublets below, thereby increasing the collected solid angle to about $\Omega/4\pi \approx 0.08$. Acrylic light pipes of $7/8''$ diameter were used to carry the light to the bottom of the cryostat, where it was detected by a PMT (Hamamatsu R5900U).

Measurements were performed by first detecting the molecule flux at the second PMT with the guide voltage turned off, then switching it on and repeating the observation. The laser frequency was swept over the $J = 2 \rightarrow J' = 3$ resonance in steps of about $4.4 \text{ MHz}$, with 10 ablation shots averaged per step. Typical fluorescence data are depicted in Figure 2.6. The frequency-integrated signal for the guided beam was divided by the integrated unguided signal to obtain a flux enhancement factor, shown in the data of Figure 2.7. (Integration over frequency was necessary because the guide changes the transverse Doppler width of the output beam.) Displayed in the same figure is the result of a numerical calculation of the expected flux enhancement for molecules in the $J = 2$ state. The calculation was carried out for a guide-aperture separation of $2\text{cm}$, assuming initial transverse and rotational temperatures of $4\text{K}$ and an initial mean forward velocity of $150\text{m/s}$ (corresponding to the measured value shown in Figure 2.4 for $n_{\text{He}} \approx 2.6 \times 10^{16} \text{cm}^{-3}$). The molecule trajectories were integrated using a force field derived from the Stark shifts of Figure 2.5, and a symplectic PEFRL algorithm [88] with a $10\mu\text{m}$ step size. Approximately $10^5$ trajectories were run for each value of the guide voltage. The calculation assigned each molecule randomly to one of the five magnetic sublevels for $J = 2$; as expected, significant flux enhancement was seen only for the population with $m_J = 0$. Note that, as the voltage exceeds the threshold at which the derivative of the potential changes sign for a given rotational state at the edge of the guide ($V_0 = E_{\text{exc}}R/2 = 5.06 \text{kV}$ for $J = 2$), the guided fraction in that state begins to decrease, as the guide entrance aperture is effectively becoming smaller. The data agree reasonably well with the simulation, although the error bars are large due to both poor signal to noise in the detection and significant ($\sim 10\text{-}20\%$) shot-to-shot variability in ablation yields. We briefly attempted similar measurements with a guide of length $L_G = 30\text{ cm}$, but were not able to detect a signal at the output. Collisions with background helium gas are the suspected cause for poor guiding efficiency in this case; the experiment could probably be repeated with greater success using the charcoal plate skimmers described in Section 2.6.
Figure 2.7: Demonstration of electrostatic guiding. **Top:** Calculated DC Stark shifts for \( J=0, 1, \) and \( 2; m = 0 \) states of SrO. (Stark shifts for \( m_1 \neq 0 \) decrease monotonically with increasing field; these states are not guided.) Molecules in the excited rotational states (with \( m_1 = 0 \)) are attracted to low field for electric field amplitudes less than some value \( E_{\text{minx}} \), at which the derivative of the potential changes sign. This occurs at \( E = 11.1 \text{ kV/cm} \) for \( J=1 \), and \( E = 31.6 \text{ kV/cm} \) for \( J=2 \). The top axis shows the voltage required to produce a given field at the surface of the rods, \( r=R \). **Bottom:** Measurement of the increase in molecule number detected at the end of the guide as a function of the voltage applied to the rods. The solid line is a numerical simulation carried out for our guide geometry and molecules in the \( J = 2 \) state. (Equal populations were assigned to all magnetic sublevels \( m_1 \) and the "detected" fractions summed to obtain the calculated enhancement shown.) Note that the uncertainty in the measurements is quite large, due to the small detected fluorescence signals and large shot-to-shot variability in the ablation yield. The error bars were estimated assuming 10\% uncertainty both in each guide measurement and the preceding normalization measurement; this may in fact be an underestimate.
2.6 Development of a Hydrodynamic Beam

Limited optical access to the interior of the cryostat makes it an impractical environment for carrying out many of the experiments one might wish to do with the buffer gas beam source. We have therefore spent considerable effort to optimize the brightness of our beam, with the goal of delivering cold molecules to an adjoining room-temperature vacuum apparatus. Much of our early work towards this objective was carried out with BaF instead of SrO, due to its apparently superior ablation properties (c.f. Section 2.2), its greater electric dipole transition strength (excited state lifetime $\tau \approx 24$ ns and Franck Condon Factor $\beta_{0,0} = 0.95$ for the $|X^2\Sigma, v = 0\rangle \rightarrow |A^2\Pi_{1/2}, v = 0\rangle$ transition in BaF, compared to $\tau = 270$ ns and $\beta_{0,3} = 0.11$ for the $|X^1\Sigma, v = 0\rangle \rightarrow |A^1\Sigma, v = 3\rangle$ transition in SrO), and its relevance to the molecular parity violation experiment being pursued in the DeMille group. We typically used the $D = 3$ cm cell, an aperture diameter of $d_{ap} = 3$ mm and high helium input rate of $\geq 50$ sccm (corresponding to in-cell density of about $n_{He} \geq 9 \times 10^{16}$ cm$^{-3}$), in order to access the strong-entrainment regime. The effects of varying ablation parameters, including pulse energy and tightness of focus were investigated, as well as the relative positions of the ablation target and buffer gas feed line to the cell.

The spatial characteristics of the molecular beam were measured using FM absorption spectroscopy, with 100 MHz modulation sidebands on a 859 nm probe beam accessing the $|X^2\Sigma, v = 0\rangle \rightarrow |A^2\Pi_{1/2}, v = 0\rangle$ transition in BaF. Figure 2.8 illustrates typical data for the transverse beam profile and attenuation as a function of distance from the cell. The first panel shows a vertical profile of the beam, taken at a distance of 2.5 cm from the front face of the cell, with a helium flow rate of 70 sccm (buffer gas density $n_{He} \approx 1.2 \times 10^{17}$ cm$^{-3}$), fit to a gaussian lineshape of FWHM 12 mm. This corresponds to a ratio of horizontal to longitudinal velocities of approximately 6, assuming a FWHM $\sim 3$ mm at the aperture. It is somewhat less than the optimum ratio of $\sim 11.5$, for BaF with a 4K Doppler distribution of FWHM $\Delta v_{Doppl} = \sqrt{\frac{2kT}{m_{He}}} \approx 34$ m/s and mean boosted forward velocity $v_z \sim 200$ m/s, but is nevertheless considerably better collimation than would be possible in a standard supersonic beam expansion [71]. The second panel of Figure 2.8 shows the attenuation of a BaF beam from a cell with a helium flow rate of 50 sccm (buffer gas density $n_{He} \approx 9 \times 10^{16}$ cm$^{-3}$). It is fit to a curve of the form $C/z$, for $C$ the fit parameter and $z$ the distance from the cell in cm. (The molecule density is expected to decrease as $\sim 1/z^2$, but the absorption probe integrates over density along its length.) We note that the signal decreases faster than the expected $1/z$ dependence, which
Figure 2.8: Characterization of a hydrodynamic beam of BaF. Top: Transverse beam profile measured with FM absorption spectroscopy at a distance of 2.5 cm from the \( d_{ap} = 3 \) mm aperture. The buffer gas density in the cell was \( n_{He} \approx 1.2 \times 10^{17} \text{cm}^{-3} \). The Gaussian fit to the beam profile gives a FWHM of 12 mm, corresponding to ratio of longitudinal to transverse velocity of \(~6\). Bottom: Measurement of beam attenuation as a function of distance from the buffer gas cell. The in-cell helium density in this case was \( n_{He} \approx 9 \times 10^{16} \text{cm}^{-3} \). The data is fit to curves of the form \( C/z \) and \( Cz^{-1}e^{-Dz} \), for \( z \) the distance to the aperture. It can be seen that the attenuation is more rapid than expected (~ \( C/z \)) for a freely propagating molecular beam, likely due to collisions with background helium gas or helium other ablation products in the beam itself. Interestingly, these data also decrease more rapidly than the fit to a simple exponential decay (and in fact fit well with a curve of the form \( Cz^{-1}e^{-Dz^2} \)), not shown), which may be consistent with a gradual degradation of the ablation target as the probe beam was moved progressively further from the cell.
is attributed to collisions either with background helium gas, or with other material in the beam. Interestingly, the data also decrease more rapidly with distance than a fit to $Cz^{-1}e^{-Dz}$ that would be expected for constant background gas density. It seems unlikely that the rate of collisions increases with distance from the cell; a more plausible explanation in this case may be that the ablation yield decreased over time for these measurements due to degradation of the target as the probe beam was moved progressively further from the cell.

In order to address the problem of background helium collisions, a series of charcoal cryosorption plates were constructed and placed in front of the cell. Apertures of varying diameter were drilled into the plates along the beam axis to allow for the molecules to pass through. The plates were made from 1/8” thick copper, to which a layer of activated coconut charcoal was attached using thermally conductive epoxy (Arctic Silver Thermal Adhesive). Helium atoms from the buffer gas cell striking the charcoal surface were adsorbed with high probability; those bouncing off were deflected away from the beam and eventually pumped away by other charcoal-covered surfaces in the cryostat. Our most successful configuration had one charcoal plate with a 1.25 cm diameter aperture at a distance of 6 cm from the cell, and a second plate with a 2.5 cm aperture at a distance of 7.5 cm from the cell, followed by a 1.25 cm aperture in the wall of the cryostat 77K shield at a distance of 10 cm from the cell. Using this setup, we were able to detect SrF molecules with FM spectroscopy outside the cryostat in an external vacuum chamber, at a total distance of ~20 cm from the cell. This was the limit of our hydrodynamic beam development with the 37L cryostat; shortly thereafter we switched to the 1L cryostat described in Chapter 4. With the arrangement shown in Figure 4.4, we now routinely see large SrF molecular fluorescence signals at distances up to 36 cm from the beam source. We have not yet performed a calibrated measurement to determine the absolute number of molecules delivered by the beam at a given distance from the cell, although this will likely be necessary before moving on to microwave trapping experiments.
Chapter 3

Microwave Trap Design

3.1 Introduction

The principal novel feature of the molecular cooling scheme outlined in Chapter 1 is the microwave trap. This device is a direct analogue of the optical dipole traps now in wide use in atom trapping and BEC experiments [89][90][91], and it shares several of their attractive features. In particular, it allows for the trapping of molecules in their ground angular momentum state, which is necessarily strong-field seeking. (Recall that Earnshaw's theorem precludes the possibility of setting up a DC field maximum in free space.) This is essential for studying collisional cooling in polar molecular systems, where the ratio of inelastic to elastic collision rates is less favorable than for alkali atoms [26]. Moreover, it potentially affords a significantly deeper confining potential than optical traps by taking advantage of Stark shifts associated with molecular rotational (rather than electronic) excitations, which are very long lived and hence allow large fields to be applied at small detunings without the risk of heating due to photon scattering.\(^1\) Finally, because the wavelengths associated with microwave frequencies are on the order of 1 cm, the trap volume should be large enough to allow efficient loading from a molecular beam source.

The ultimate goal of the microwave trap is to enable collisional cooling of polar diatomic...
molecules of arbitrary species, in order to bridge the gap between the temperatures achievable by current direct-cooling methods (typically ~100s of mK to a few K) and the ultra-cold regime. This is facilitated on the one hand by the capacity for trapping in the rotational ground state and thereby strongly suppressing inelastic collision rates, and on the other by the enhancement of elastic collisions due to polarization of the molecular dipoles at the trapping field maximum. Collisional cooling can take two possible forms: (i) forced evaporation, in which the trapping potential is repeatedly lowered to remove the molecules with the highest kinetic energy, and those remaining collide with each other and thermalize to a lower mean temperature; and (ii) sympathetic cooling, where the molecules are made to collide elastically and thermalize with a much lower-temperature sample of MOT-cooled alkali atoms. In both cases, it is highly advantageous to have a large ratio of elastic rate to inverse trap lifetime. The elastic scattering cross section can be determined by semi-classical methods [92], with the following result:

\[
\sigma \approx C\frac{1}{4\pi\varepsilon_0} \frac{\langle \mu \rangle^2}{\hbar v}
\]  

(3.1)

Here, \( C \) is a numerical prefactor, originally estimated in [14] by adapting the result of a calculation using Kajita’s Fourier technique [93] as \( C = \frac{40\pi\sqrt{3}}{3} \). A more recent Eikonal calculation by Cavagnero and Bohn [92] for the full anisotropic dipole-dipole potential (c.f. equation 1.1), when averaged over all angles of incidence, gives \( C = \frac{8\pi}{\lambda} \). The result of equation 3.1 is expected to be valid when the collision involves contributions from many partial waves, which should be true down to temperatures \( T \gtrsim 3 \times 10^{-14} \) K (again, see [14]). Using \( C = \frac{8\pi}{\lambda} \), and substituting current values for the expected trap depth \( T = \frac{1}{2}mv^2 = 0.3\text{K} \) and \( \langle \mu \rangle \approx 6.9 \text{ Debye} \) gives \( \sigma \approx 5.5 \times 10^{-10} \text{cm}^2 \), an extremely large cross section. Likewise, the elastic Cs-SrO cross section due to dipole interactions may be approximated using the Cs polarizability [94] \( \alpha_0 = 6.61 \times 10^{-39} \text{C}^2/\text{V} \) to obtain an rms dipole moment \( \langle \mu \rangle_{Cs} = \alpha_0E_0/\sqrt{2} = 3.2 \times 10^{-33} \text{C} \) m for \( E_0 = 6.8 \text{kV/cm} \). Substituting this value for one power of the dipole moment in 3.1 and using \( T = 0.3\text{K} \) gives \( \sigma_{\text{Cs-SrO}}^{\text{(elastic)}} \approx 7.5 \times 10^{-14} \text{cm}^2 \). For typical Cs MOT densities of about \( n \sim 10^{12} / \text{cm}^3 \) [39], and assuming a relative velocity of \( \sim 7 \) m/s (corresponding to a SrO temperature on the order of \( \sim 300 \text{ mK} \)), the mean time for Cs-SrO collisions is \( 1/(n \sigma v) \approx 0.02 \) s. This should be sufficient to allow for significant sympathetic cooling for vacuum-limited trap lifetimes on the order of a few seconds.\(^2\)

\(^2\)Note that this estimate for the mean time for Cs-SrO collisions assumes that the molecules spend all of their time in contact with the atoms. In reality, the volume occupied by atoms in a typical MOT is on the order of \( \sim 10^{-3} \text{cm}^3 \), compared
We have designed and constructed prototypes for a microwave trap consisting of an open, near semi-confocal resonator with copper mirrors. The open geometry was chosen to maximize optical access, in order to allow for a MOT of Rubidium or Cesium atoms to be superposed over the molecular trap. This facilitates the study of alkali-molecule collisions and should potentially enable an initial step of sympathetic cooling to increase the phase-space density of the molecules to a level favorable for evaporative cooling \[19\]. The decision to use a near semi-confocal cavity design was motivated mainly by ease of fabrication; we have elected to couple power into the cavity through an array of subwavelength apertures (as described in Section 3.5.3 below), the production of which is simplified considerably with the use of a plane mirror. Finally, copper was chosen for the mirror material in order to obtain the largest possible peak electric field in the cavity, despite some initial consideration given to the possibility of constructing the mirrors from superconducting niobium. The obvious advantage of niobium is the improvement in cavity quality factor $Q$ afforded by its high conductivity: Taking the reported $Q$ of a state-of-the-art niobium cavity cooled to temperature $T = 0.8$ K ($Q \approx 3 \times 10^8$ for a TEM$_{0.0}$ mode at $f = 51.1$ GHz) \[95\] and scaling$^{3}$ to our geometry (a TEM$_{0.0.20}$ mode at 18.1 GHz) would give $Q \approx 6.7 \times 10^9$. However, the relevant figure of merit for determining the maximum electric field is the product of the $Q$-factor and input power, $E_{\text{max}} \propto Q P_{\text{in}}$. For a copper cavity, it should be possible to obtain a $Q$ of $\sim 10^5$ with an input power of $\sim 2$ kW, so $Q P_{\text{in}} \sim 2 \times 10^8$ W. To do as well with a niobium cavity, it would be necessary to dissipate roughly $P_{\text{in}} \sim 30$ mW of input power, which is a difficult technical challenge at sub-Kelvin temperatures\[96\]. Furthermore, the need to maintain very low heat loads for the superconducting cavity would likely be incompatible with the insertion of MOT beams. Thus, a high-power, room-temperature copper cavity was chosen as the preferred design.

The operating frequency of our microwave trap is 18.1 GHz, selected to be as close as possible to the $J=0 \rightarrow J=1$ rotational transition in SrO (at 20.3 GHz) while still remaining within the DBS frequency band where high-powered klystron amplifiers are available. At least two such amplifiers have been identified with maximum output powers on the order of 2 kW (Xicom XTKD-2000DBS and CPI K3D64A), and most of the cavity design and prototype work described here was done with this figure in mind. The resulting nominal trap depth for SrO molecules is roughly 1.0 K.\[3\]

Note that this scaling is subject to the reasonable assumption that loss is dominated by imperfections in the mirror and stray magnetic fields, rather than $\kappa_{\text{BCS}} \propto \nu^{1/2}$.\[43\]
Unfortunately, it was recognized late in the design process that, for our microwave frequency and polarization purity, a multi-photon resonance occurs in the trap which limits its effective depth to 0.5 K, at an input power of 500 W. (This is described in detail in Section 3.3.4.) In principle, this would reduce the fraction of molecules captured from the Boltzmann tail of an effusive SrO beam by roughly a factor of 5 compared to the full 2 kW trap. However, more recent developments make it seem likely that the beam source for loading our trap will, in any case, ultimately be the laser-cooled SrF beam described in Chapter 4. This source is expected to have a significantly lower forward kinetic energy (potentially as small as the Doppler temperature, \( T_D = \frac{hv}{2k_B} = 0.17 \text{ mK} \), for \( \gamma = 2\pi \times 7 \text{ MHz} \) the \( X^2\Sigma \rightarrow A^2\Pi \) transition frequency in SrF), which should obviate the problem. Furthermore, the multi-photon resonance at half the maximum trapping field is not necessarily general to all molecular species, and the thermal management lessons learned for the 2kW input power design may still be applicable to future trap designs.

The balance of this chapter is devoted to describing the development of the microwave trap initially set out in Reference [14]. Section 3.2 gives a brief review of the mode structure and other generic features of Fabry-Perot type resonators. In Section 3.3, a calculation for the AC-Stark shifts experienced by the trapped molecules is shown for various electric field polarizations, and the form of the confining potential is determined. Sections 3.4-3.5 describe the quasi-optical feed and sub-wavelength aperture coupling scheme designed to transfer microwave power into the cavity with near unit efficiency. The thermal design of the cavity coupling mirror, which consists of a thin copper layer mounted on a slab of thermally-conductive ceramic is outlined in Section 3.6.

### 3.2 Resonator Mode Structure

The mode structure of open Fabry-Perot type resonators has been studied extensively since the 1960s, and is well described in a variety of standard textbooks [97][98][99]. An early numerical calculation using successive Huygens integrals to compute the (scalar) electric field at one mirror due to illumination by the other showed that the eigenmodes for typical cavity geometries look very much like low transverse-order Gaussian beam modes [100]. These modes will be such that the shape of the phase front exactly matches the radius of curvature of each mirror at its surface. The form of such a Gaussian mode for a cylindrically symmetric cavity is given by
\[ E_{pm}(r, \phi, z) = \left[ \frac{2p!}{\pi^{p+m}m!} \right]^{1/2} \frac{1}{w(z)} \left[ \frac{\sqrt{2r}}{w(z)} \right]^m L_{pm} \left( \frac{2r^2}{w^2(z)} \right) \]
\[
\cdot \exp \left[ \frac{-r^2}{w^2(r)} - ikz - \frac{1}{2} \frac{\pi r^2}{AR(z)} + i(2p + m + 1)\Phi(z) \right] \exp(im\phi) \]

(3.2)

Here, \( L_{pm} \) is the Laguerre polynomial of order \((p,m)\); \( w(z) = w_0 \left[ 1 + \left( \frac{\lambda z}{\pi w_0^2} \right)^2 \right]^{1/2} \) is the beam radius as a function of \( z \), for \( w_0 \) the minimum radius in the \( z=0 \) "waist" plane; \( R(z) = z + \frac{(\pi R_0^2/\lambda)^2}{z} \) is the phase-front radius of curvature as a function of \( z \); and \( \Phi_0 = \tan^{-1} \left( \frac{\lambda z}{\pi w_0^2} \right) \) is the so-called "Guoy" phase. Such a mode is completely characterized by its wavenumber \( k \), transverse excitation indices \((p,m)\), and the complex \( q \)-parameter defined as \( \frac{1}{q(z)} = \frac{1}{R(z)} + \frac{\Lambda}{\pi w_0^2} \). For a cavity of length \( L \) and concave mirrors with radii of curvature \( R_1 \) and \( R_2 \) (where the sign of \( R \) is positive for a center of curvature to the left of the mirror), there is a unique solution for the set of \((p,m)\) modes that satisfy \( R(z_1) = R_1 \) and \( R(z_2) = R_2 \), with \( z=0 \) inside the cavity and \( z_2 - z_1 = L \). See Siegman [97], section 19.1 for the most general form of this solution; the solution relevant to our cavity is given in equations 3.4-3.5 below. The resonant frequencies of the cavity can be determined from equation 3.2 by requiring that the phase evolution associated with a round trip be a multiple of \( 2\pi \). This gives

\[ kL - (2p + m + 1) \left[ \tan^{-1} \left( \frac{\lambda z_2}{\pi w_0^2} \right) - \tan^{-1} \left( \frac{\lambda z_1}{\pi w_0^2} \right) \right] = N\pi \]

(3.3)

The cavity for the microwave trap is formed from a plane mirror \((R_1 \to \infty)\) and a concave parabolic mirror of focal length \( f = 17.65 \) cm, separated by a distance \( L = 16.8 \) cm along the cavity axis. (A spherical mirror of the same focal length would have radius of curvature \( R_2 = 35.30 \) cm. The two should be equivalent in the paraxial limit; the parabolic shape was chosen to reduce spherical aberration by exactly matching the form of the Gaussian wavefronts far off-axis.) The molecules are accumulated in the 9th antinode from the flat mirror surface, close to the center of the cavity, so as to maximize optical access for probing them and superposing a MOT over the trap. Figure 3.1 shows a schematic view of the cavity, as well as the original mechanical drawing for the curved mirror.
Figure 3.1: Gaussian beam mode of the microwave trap cavity. (a) To-scale cross section of the cavity, with the $1/e^2$ envelope of the TEM$_{0,0,20}$ trap mode drawn in. The molecules are confined in the $9^{th}$ antinode from the plane mirror. (In fact, it is likely that molecules will be loaded into adjacent antinodes as well; however, this is the position at which the atomic MOT will overlap the cavity mode for sympathetic cooling.) (b) Mechanical drawing for the parabolic cavity mirror, showing all relevant dimensions. The focal length of the paraboloid is $f = 17.65\, \text{cm} = 6.95''$, and the mirror diameter is $25.4\, \text{cm} = 10.0''$. 
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For a half-symmetric resonator, the beam waist must be in the plane of the flat mirror \((z_1 = 0)\), and it can be shown that the beam spot sizes are given by [97]:

\[
\begin{align*}
\omega_0^2 &= \omega_1^2 = \frac{L\lambda}{\pi} \sqrt{\frac{R}{L} - 1} \\
\text{and} \quad \omega_2^2 &= \frac{L\lambda}{\pi} \sqrt{\frac{R^2}{L(R - L)}}
\end{align*}
\]  

(3.4)

Then, for \(R = 35.3\) cm and \(L = 16.8\) cm, the spot sizes are \(\omega_0 = 3.05\) cm at the beam waist and at \(\omega_2 = 4.21\) cm at the surface of the curved mirror. The resonant frequencies for this resonator can be derived from equation 3.3 as

\[
f = \frac{c}{2L} \left[ N + \frac{(2p + m + 1)}{\pi} \tan^{-1} \left( \sqrt{\frac{L}{R - L}} \right) \right]
\]  

(3.5)

Figure 3.2 shows a typical transmission spectrum for the microwave trap cavity. The data were collected using the setup described in section 3.5.3, with minimal input coupling. (This means that the linewidth is dominated by loss mechanisms other than mirror transmission, and is therefore unaffected by further decreasing the coupling.) The free spectral range is observed to be \(\Delta f_{\text{FSR}} = 894.5\) MHz, corresponding to a cavity length of \(L \approx \frac{c}{\Delta f_{\text{FSR}}} = 16.76\) cm. The longitudinal mode number for the peak at \(f_0 \approx 18.1\) GHz is \(N = 20\). Note that the transverse excitations between the main peaks are strongly suppressed, indicating good mode-matching of the input power. The inset figure shows a higher-resolution scan taken in the vicinity of the 18.1 GHz resonance. Fitting to a Lorentzian lineshape gives a FWHM width of \(\Gamma = 210.4\) kHz, corresponding to a cavity \(Q = \frac{f_0}{\Gamma} = 8.61 \times 10^4\). This can be related to the mode number \(N\) and round-trip intra-cavity loss, \(\Sigma_{\text{int}}\), by \(Q = \frac{\omega N}{\Sigma_{\text{int}}} [101]\).

Note that if the operating length \(L\) is tuned slightly such that \(L_{\text{conf}} = 17.65\) cm, the semi-confocal condition \(R = 2L\) is obtained. In this situation, and assuming the excitation is azimuthally symmetric such that \(m = 0\), the resonant frequencies are given by \(f_{\text{conf}} = \frac{c}{2L} \left[ \frac{(2p+1)}{4} + N \right]\). The mode structure of the cavity is now considerably simplified, as half of all transverse excitations (parameterized by \(p\)) are degenerate with the longitudinal modes \(N\). This (and the fully confocal analogue in symmetric resonators) is a common operating condition for optical cavities, because it greatly simplifies alignment of the input beam. When the cavity is tuned to the correct length, all input power that overlaps any of the resonant transverse modes can be coupled in. This is, in fact, an
Figure 3.2: Transmission spectrum for a minimally coupled cavity of length $L = 16.76\text{cm}$. The sharp peaks correspond to longitudinal modes $N = 19$, $20$ and $21$. Transverse excitations at frequencies between these modes are suppressed due to good input mode matching. The inset shows a high-resolution scan around the $f \sim 18.1\text{GHz}$ peak, which has been fit to a Lorentzian of linewidth $\Delta f_{\text{FWHM}} = 210.4\text{ kHz}$. This gives $Q = 8.61 \times 10^4$. 
undesirable situation for the microwave trap cavity, where the goal is to direct all of the input power into the fundamental $p = 0$ mode in order to maximize the trapping field. Furthermore, because the ratio of the mirror diameter to the beam spot size of the microwave cavity is considerably smaller than for most optical cavities, diffractive losses increase rapidly with transverse mode number, and the $Q$ of the cavity is diminished. Figure 3.3 shows a series of $Q$ measurements taken as a function of cavity length for several different mirror combinations. The length of each cavity was varied by moving the curved mirror using a stack of 3 Thorlabs PT-1 micrometer-adjusted translation stages, while the excitation frequency was held fixed at 18.1 GHz. The angular alignment of the curved mirror was tweaked to maximize the $Q$ at each length. In general, the $Q$ is expected to increase linearly with length until diffractive losses (in the $p = 0$ mode) begin to dominate. The key feature to notice here, however, is the sharp decrease in the observed $Q$ at the half-confocal condition (corresponding to $N = 21$), presumably due to coupling of power into the higher order transverse modes. In order to avoid this difficulty, it was decided to operate the cavity at $N = 20$ for the implementation of the microwave trap.

3.3 Trap Depth and Circular Polarization Requirement

The basic principle of the microwave trap is to use electric-field induced AC Stark shifts to create a confining potential for polar molecules. For a microwave frequency tuned to the red of the lowest rotational transition $\hbar < 2B_e$, the energy of the rotational ground state ($J = 0$) will necessarily decrease with increasing electric field. To calculate the depth of the trapping potential non-perturbatively in the regime of strong fields ($\mu E_0 \gtrsim B_e$), we use the formalism of dressed states [102]. In this picture, the quantized electric field is represented by a coherent state, and the mean number of photons $\bar{N}$ in the cavity is large enough that it is not changed appreciably by a small number $n$ of absorption or emission events: $n \ll \sqrt{\bar{N}}$. Defining the zero of the electric-field energy so as to consider only these transition-induced deviations from the mean photon number, and noting that the $^1\Sigma$ electronic ground state of the SrO molecule has the rotational structure of a rigid rotor, we can write the Hamiltonian of the system as $H = H_0 + H_{St}$, where

$$H_0 = B_J J^2 + \hbar \omega (\bar{N} - \bar{N})$$  \hspace{1cm} (3.6)
Figure 3.3: Measured Q vs. Cavity Length. Several mirror combinations were used to investigate diffractive loss. FM 10 cm and FM 20 cm are square plane mirrors of area (10 cm)$^2$ and (20 cm)$^2$ respectively. BM4 is the parabolic mirror depicted in figure 3.1; BM3 is a parabolic mirror of the same focal length, $f = 17.65$ cm, but with a diameter of only 19.8 cm and coarser surface quality specification. The cavity Q is seen to drop sharply at the confocal length ($L = 17.6$ cm) due to the excitation of many transverse modes which are simultaneously resonant and which experience higher diffraction loss than the fundamental.
Here, $\hat{N} = a^\dagger a$ is the photon number operator, $\omega = 2\pi \times 18.1$ GHz is the microwave field frequency, and $B_e = 10.14$ GHz is the rotational constant of SrO. The mean photon number for a coherent state is related to $E_0$, the classical electric field amplitude, by $\langle N \rangle = \frac{E_0^2}{\hbar \omega}$. Using $\sqrt{N} \pm n \approx \sqrt{N}$, molecule-field interaction is then described by the Stark Hamiltonian,

$$
H_{St} = -\mu \cdot E = -\mu \left( \frac{\hbar \omega}{2 \epsilon_0 V} \right) \left[ (n \cdot e^*) a^\dagger + (n \cdot e) a \right],
$$

(3.7)

for $a^\dagger$ and $a$ photon creation and annihilation operators, $n$ an operator unit vector pointing along the internuclear axis, $e$ a complex (c-number) unit vector defining the electric field polarization, and $\mu = 8.9$ Debye $= 4.48$ MHz $\cdot (V/cm)^{-1}$ the dipole moment of SrO. Writing the combined molecule-field eigenstates in the basis $|J, m, n\rangle$, the matrix elements are given by

$$
\langle J', m', n' | H_0 | J, m, n \rangle = B_e J(J + 1) + n \hbar \omega
$$

$$
\langle J', m', n' | H_{St} | J, m, n \rangle = \frac{\mu E_0}{2} \left[ \langle J', m'| n \cdot e | J, m \rangle \delta_{n', n-1} + \langle J', m'| n \cdot e^* | J, m \rangle \delta_{n', n+1} \right]
$$

(3.8)

Note that this will yield an energy structure periodic in $n$. Numerical calculations to diagonalize this Hamiltonian can now be performed on a finite Hilbert space $0 \leq J \leq J_{\text{max}}$ and $-n_{\text{max}} \leq n \leq n_{\text{max}}$. Their convergence can be determined by verifying their periodicity in $n$, as well as by checking that the results remain the same when the number of states set by $J_{\text{max}}$ and $n_{\text{max}}$ is increased.

### 3.3.1 Linear Polarization

Consider first the case of a linearly polarized electric field in the cavity, $e = \hat{z}$. The matrix elements of Equation 3.8 can then be calculated explicitly as
\begin{align}
\langle j', m' | \mathbf{n} \cdot \mathbf{e} | j, m \rangle &= \langle j', m' | \mathbf{n} \cdot \mathbf{e} | j, m \rangle \\
&= \int \gamma_{j'}^{m'} \cos \theta \gamma_{j}^{m} d\Omega \\
&= \left[ \frac{J + 1}{\sqrt{2J + 1}} \sqrt{2J + 3} \delta_{j', J + 1} + \frac{J}{\sqrt{2J - 1}} \sqrt{2J + 1} \delta_{j', J - 1} \right] \delta_{m', m}
\end{align}

We are interested primarily in the energy shifts of the \(|f = 0, m = 0, n = 0\rangle\) trapped state, and therefore need to consider only the subspace \(|j, m = 0, n\rangle\) with \(\text{mod}(|j + n|, 2) = 0\) that is connected to it through this interaction. Figure 3.4 shows the calculated AC Stark shifts for states in this manifold with \(J_{\text{max}} = 5\) and \(n_{\text{max}} = 20\), for a linearly polarized trapping field at frequency \(f = 18.1\) GHz. Approximately one fifth of the calculational subspace is shown in the left panel; as expected, the energy structure for each rotational state is repeated in steps separated by 36.2 GHz, or two photon energy units, along the vertical axis. (A computation on the full Hilbert space would yield repetitions every 18.1 GHz. We have included only half of the possible photon number states \(|n\rangle\), however, the others being unable to interact with the \(|0, 0, 0\rangle\) state of interest.) The vertical (energy) axis of the plot is labeled both in GHz and in units of the rotational constant of SrO, \(B_e/\hbar = 10.14\) GHz; similarly, the horizontal axis is labeled in kV/cm as well as in units of the dipole interaction energy divided by the rotational constant, \(\mu \cdot E/B_e\), for \(\mu = 8.9\) Debye. The advantage of expressing the shifts in terms of the rotational constant is generality, since the shapes of the curves will be the same for all rigid-rotor molecules when expressed in these units. The right panel of the figure focuses on a single period of the energy structure, showing just one line for each zero-field \(j\) state. Here, we clearly see that the \(|0, 0, 0\rangle\) state initially repels from \(|1, 0, -1\rangle\) and decreases in energy. (Note that these state labels apply rigorously only at zero field; as the electric field grows, the states become increasingly mixed. Nevertheless, we will continue to use the zero field labels to refer to the states which connect adiabatically to them for convenience.) It then undergoes interactions with other states as the field is increased further, manifested in a series of avoided crossings. Physically, these are brought about as the field-dressed molecular levels come into multi-photon resonance at particular values of the electric field strength. In particular, the interaction with the \(|2, 0, -4\rangle\) state is quite strong (on the order of \(\sim 70\) MHz), and will lead to state-changing excitations when the trapped molecule traverses this part of the trap.
Figure 3.4: Dressed-state calculation for the energies of rotational levels up to \( J_{\text{max}} = 5 \) in a linearly-polarized (\( e = 2 \)) AC electric field at frequency \( f = 18.1 \) GHz. The left panel shows several periods of the energy structure, each of which corresponds to a change of the mean cavity photon number \( n \) by \( \pm 2 \). The calculation is performed for photon numbers up to \( n_{\text{max}} = 20 \), hence the figure shows approximately one fifth of all of the included states. The right panel focuses specifically on one period immediately surrounding the nominal \( |J=0, m=0, n=0\rangle \) state. This state undergoes a series of avoided crossings as it is shifted into multi-photon resonance with other rotational levels.

### 3.3.2 Criterion for Non-Adiabaticity

It is important to consider the scale of these crossings compared to the rate at which the molecule moves through them as it orbits within the trap. Adiabatic traversal corresponds to a multi-photon absorption or emission event which rotationally excites the molecule and thereby significantly reduces the effective trap depth. The probability of non-adiabatic passage is given by Zener [103] as

\[
P_{\text{non-adiabatic}} = e^{-2\gamma}, \quad \text{for} \quad \gamma = \frac{2\pi}{\hbar} \frac{U_{12}^2}{\left| \frac{\partial}{\partial t} (U_1 - U_2) \right|}
\]

Here, \( U_1 \) and \( U_2 \) are the energies of the two states, and \( U_{12} \) is the strength of the interaction between them. The minimum energy splitting at the avoided crossing is approximately \( 2U_{12} \). In order for the splitting to be small enough to allow non-adiabatic traversals with high probability, we require

\[
U_{12}^2 \ll \frac{\hbar \left| \frac{\partial}{\partial t} (U_1 - U_2) \right|}{(2\pi)^2}
\]

Strictly speaking, the parameter \( \gamma \) should be calculated for each crossing independently to
account for variations in the local slopes $\frac{d}{dt}(U_1 - U_2)$. Nevertheless, it is possible to use typical values for our trap parameters to estimate the approximate size of splitting required to allow non-adiabatic traversals. Write $\frac{d}{dt}(U_1 - U_2) = \frac{d(U_1 - U_2\cdot \frac{dE}{dx} \cdot \frac{dx}{dt})}{dt}$. Now, the spatial variation of the electric field is slowest in the radial direction of the Gaussian beam profile, $E(x) \approx E_{\text{peak}} \exp\left(-\frac{x^2}{w_0^2}\right)$. Taking the spatial derivative and eliminating $x$ in favor of $E(x)$ gives

$$\frac{dE(x)}{dx} = E_{\text{peak}} \left(-2x \exp\left(-\frac{x^2}{w_0^2}\right)\right) = -\frac{2E(x)}{w_0} \sqrt{\ln\left(\frac{E_{\text{peak}}}{E(x)}\right)}.$$ 

Now choose a typical value for the field, say $E(x) = E_{\text{peak}}/2$, so that $\frac{dE}{dx} = -\sqrt{\ln(2)} \frac{E_{\text{peak}}}{w_0}$. Note that, in the absence of avoided crossings, $\frac{dU_1}{dt}$ would saturate to $\mu/2$ at electric field strengths sufficiently large to fully mix the rotational states. (This is shown in Section 3.3.3 below.) It is therefore reasonable to estimate that $\frac{d(U_1 - U_2)}{dt} \sim \mu$. Finally, we can write $\frac{dx}{dt} = v_{\text{SrO}}$, the characteristic velocity of trapped SrO molecules with $\sim 4$ K of kinetic energy. Equation 3.11 thus becomes

$$U_{12}^2 \ll (8.78 \times 10^{-3})(\mu E_{\text{peak}}) \left(\frac{h v_{\text{SrO}}}{w_0}\right)$$

Substituting $\mu E_{\text{peak}} \sim (4.48 \text{ GHz}) \times (12.2 \text{ kV/cm})$ and $\frac{v_{\text{SrO}}}{w_0} \sim \frac{25.3 \text{ m/s}}{0.031 \text{ m}}$ (in units of $h = 1$) gives $U_{12} \ll 631$ kHz. Thus, the maximum allowed splitting to avoid adiabatic passage to more rotationally excited states is on the order of $\sim 1.2$ MHz (or $\sim 10^{-4}B_z$) - too small to observe on the scale of Figure 3.4. When the calculation is repeated on a finer grid in the vicinity of each crossing, it is found that the interactions with the states that connect to zero-field eigenstates $|3,0,-7\rangle$, $|4,0,-12\rangle$, and $|5,0,-17\rangle$ (of strengths $2U_{12} \sim 34.7$ kHz, 368 Hz, and $<1$ Hz respectively), are sufficiently weak for non-adiabaticity. The avoided crossing with the $|2,0,-4\rangle$ state, however, is approximately $2U_{12} \sim 690\text{MHz}$ and necessarily leads to a reduction in the effective depth of a linearly-polarized microwave trap for SrO molecules.

### 3.3.3 Circular Polarization

The difficulty can be resolved, in principle, by using a circularly-polarized field. Consider, for instance, the case of $e = \delta^+ = (\hat{x} + i\hat{y})/\sqrt{2}$. Here, the absorption of a photon is accompanied by a change in the angular momentum projection of $\Delta m = +1$, and emission of a photon results in $\Delta m = -1$. The subspace of states connected to the trapped $|j = 0, m = 0, n = 0\rangle$ state is therefore defined
by \(|J, m, n = m\rangle\) with mod(|\(J + n|, 2) = 0\). This guarantees that resonant multi-photon transitions to a final state \(|J', m', n'\rangle\) are impossible, because \(n' = m'\) and \(m' \leq J'\) necessarily implies \(n' \leq J'\), but the energy difference \(U(J') - U(J = 0) \geq B_J(J'+1)\) at any electric field value. Since the photons are red-detuned from the lowest transition, \(\hbar \omega < 2B_e\), we know that \(n' \hbar \omega < 2J' B_e \leq U(J') - U(J = 0)\) (due to 2|J \leq |J+1 for \(J \geq 1\)). The complicated structure seen in Figure 3.4 is thus eliminated, and the \(J=0\) state decreases monotonically in energy with increasing field. The analytic form of the off-diagonal matrix elements from Equation 3.8 is now given by

\[
\langle J', m'|\mathbf{n} \cdot \mathbf{e}|J, m \rangle = \langle J', m'|\mathbf{n} \cdot \mathbf{e}^*|J, m \rangle = \frac{1}{\sqrt{2}} \int Y_{J'}^{m'}^* \sin \theta e^{i\phi} Y_{J}^{m} d\Omega = \frac{1}{\sqrt{2}} \left[ \sqrt{J - m - 1} \sqrt{J + m + 1} \delta_{J',J-1} + \frac{\sqrt{J + m + 1} \sqrt{J + m + 2}}{\sqrt{2J + 1} \sqrt{2J + 3}} \delta_{J',J+1} \right] \delta_{m',m+1}
\]

(3.13)

The results of a matrix diagonalization calculation performed for a circularly polarized field at 18.1 GHz, with \(J_{\text{max}} = 10\) and \(n_{\text{max}} = 20\), are shown in Figure 3.5. As expected, the avoided crossings of the linearly polarized case are absent. The energy of the trapped state decreases with increasing field and, for field strengths \(E_0 \geq \frac{B_e}{\mu}\), does so linearly with a slope approximately \(\sim \mu/2\). The maximum attainable trap depth for a peak electric field of 12.2 kV/cm (see Section 3.5.1 for details) is seen to be 21.1 GHz, or approximately 1.0 K.

### 3.3.4 General Elliptical Polarization

One additional complication arises in considering the polarization requirement for the microwave trap, in that it is not possible to produce the ideal circular state assumed in Section 3.3.3. Real microwave antennas invariably produce fields with some polarization component of the opposite handedness (termed “cross-polarization”), which has the effect of restoring some of the multi-photon interactions seen in the linear polarization calculation. Intuitively, it can be seen that the strength of a particular multi-photon interaction should be suppressed relative to the linear case by a factor roughly equal to the fraction of the electric field amplitude in the wrong polarization, raised to the power of the number of wrong-handed photons required to connect the angular momenta
Figure 3.5: Dressed-state calculation for the energies of rotational levels up to \( J_{\text{max}} = 10 \) in a circularly-polarized \((\varepsilon = \sigma^-)\) AC electric field at frequency \( f = 18.1\)GHz. The maximum photon number for states used in the calculation is \( n_{\text{max}} = 20 \). Note that the avoided crossings seen in Figure 3.4 are eliminated and the energy of the \(|0,0,0)\) trapped state decreases monotonically.

of the \(|J', m', n')\) final state to the \(|0,0,0)\) trapped state. For example, if the electric field is such that a six-photon resonance exists between the trapped state and \(|J = 2, m = 2, n = -6)\), then four of the photons must be \(\sigma^+\) and two \(\sigma^-\) to provide the correct angular momentum transfer, and the resonance is suppressed by the square of fractional field amplitude in the \(\sigma^-\) polarization.

The foregoing is, of course, a qualitative argument, and it is necessary to repeat the AC Stark shift calculation for a general elliptically-polarized field to determine the polarization purity required for the microwave trap. This is numerically more challenging than the previous calculations due to the larger number of states that must be included; the subspace connected to \(|J = 0, m = 0, n = 0)\) now includes all \(|J, m, n)\) such that \(\text{mod}(|J + m|, 2) = 0\) and \(\text{mod}(|J + n|, 2) = 0\). If we define the polarization vector as \(\varepsilon = A \, \sigma^+ + B \, \sigma^-\) (with \(|A|^2 + |B|^2 = 1\)), then the molecular off-diagonal matrix
elements from Equation 3.8 may be written as

\[
\langle j', m'|n \cdot e|j, m \rangle = \frac{A}{\sqrt{2}} \int Y_{j'}^{m'} \sin \theta e^{i\phi} Y_{j}^{m} d\Omega + \frac{B}{\sqrt{2}} \int Y_{j'}^{m'} \sin \theta e^{-i\phi} Y_{j}^{m} d\Omega
\]

\[
= \frac{A}{\sqrt{2}} \left[ \frac{\sqrt{J-m-1} \sqrt{J-m}}{\sqrt{2J-1} \sqrt{2J+1}} \delta_{j',j-1} + \frac{\sqrt{J+m+1} \sqrt{J+m+2}}{\sqrt{2J+1} \sqrt{2J+3}} \delta_{j',j+1} \right] \delta_{m',m+1}
\]

\[
+ \frac{B}{\sqrt{2}} \left[ \frac{\sqrt{J+m-1} \sqrt{J+m}}{\sqrt{2J-1} \sqrt{2J+1}} \delta_{j',j-1} + \frac{\sqrt{J-m+1} \sqrt{J-m+2}}{\sqrt{2J+1} \sqrt{2J+3}} \delta_{j',j+1} \right] \delta_{m',m-1}
\]

(3.14)

\[
\langle j', m'|n \cdot e^*|j, m \rangle = \frac{A^*}{\sqrt{2}} \int Y_{j'}^{m'} \sin \theta e^{-i\phi} Y_{j}^{m} d\Omega + \frac{B^*}{\sqrt{2}} \int Y_{j'}^{m'} \sin \theta e^{i\phi} Y_{j}^{m} d\Omega
\]

\[
= \frac{A^*}{\sqrt{2}} \left[ \frac{\sqrt{J+m-1} \sqrt{J+m}}{\sqrt{2J-1} \sqrt{2J+1}} \delta_{j',j-1} + \frac{\sqrt{J-m+1} \sqrt{J-m+2}}{\sqrt{2J+1} \sqrt{2J+3}} \delta_{j',j+1} \right] \delta_{m',m+1}
\]

\[
+ \frac{B^*}{\sqrt{2}} \left[ \frac{\sqrt{J-m-1} \sqrt{J-m}}{\sqrt{2J-1} \sqrt{2J+1}} \delta_{j',j-1} + \frac{\sqrt{J+m+1} \sqrt{J+m+2}}{\sqrt{2J+1} \sqrt{2J+3}} \delta_{j',j+1} \right] \delta_{m',m-1}
\]

(3.15)

It can be shown that the above matrix elements reproduce the expected behavior of the linearly- and circularly- polarized fields with \( A = B = 1/\sqrt{2} \) for the former, and \( A = 1, B = 0 \) for the latter. Figure 3.6 shows the AC Stark shifts calculated for a field at \( f = 18.1 \text{ GHz} \) and with polarization vector defined by \( A = 0.995 \) and \( B = 0.0995 \). This corresponds to a cross-polarization specification of -20dB for the source antenna, roughly equivalent to that of our current polarizer and feed horn (see Section 3.4.3 for details). The calculation includes all magnetic sublevels that can potentially connect with the \(|0,0,0\rangle\) state, \( m = \{-J, -J+2, \ldots, J-2, J\} \). The trapped state interacts most strongly with the \( m = +J \) states, as expected for predominantly \( \sigma^+ \) polarization. In particular, the size of the avoided crossing with the \(|J = 2, m = +2, n = -4\rangle\) state is now about \( 2U_{12} \sim 91 \text{ MHz} \), which is still several orders of magnitude larger than the non-adiabatic traversal criterion given by Equation 3.11. Repeating the calculation for purer polarizations shows that the size of the crossing decreases by an order of magnitude for every 20dB reduction in cross-polarization. This is reasonable, since the interaction involves 3 \( \sigma^+ \) photons and 1 \( \sigma^- \) photon; the strength of the crossing is therefore linear in the B component of the polarization. Unfortunately, this means that fulfillment of the non-adiabatic criterion requires a cross-polarization of -60dB or better, which is very difficult to achieve. This has the practical effect of reducing the useful microwave trap depth to 9.9 GHz (or 0.48 K) at a maximum field of 6.8 kV/cm for SrO.\(^4\)

\(^4\)It is interesting to note that a deeper effective confining potential can be obtained by operating the trap at a larger
Figure 3.6: Dressed-state calculation for an elliptically polarized field with -20dB cross-polarization. Although the 4-photon interaction with the $|J = 2\rangle$ state is reduced by an order of magnitude compared to the linearly-polarized case, it is still too large to satisfy the criterion for non-adiabatic transit.
3.4 Mode Matching and Quasi-optical Design

Efficient transfer of input power into the Gaussian TEM\textsubscript{00} trap mode requires a high degree of spatial overlap with the excitation field. The power coupling coefficient between two unit-normalized Gaussian beam modes $\Psi_1$ and $\Psi_2$ is given by (see, for example, [104])

$$K_{12} = \left| \int \int \Psi_1^* \Psi_2 dS \right|^2$$

(3.16)

This suggests that the best way to excite the cavity mode of interest is with an externally-launched Gaussian beam of the same complex q-parameter. While excitation by, for instance, an internal dipole or half-wave antenna is also possible, the radiation patterns of these sources are likely to have significant overlap with many higher-order cavity modes, resulting in inefficient coupling to the TEM\textsubscript{00} trap mode. Fortunately an extensive literature exists on the generation and manipulation of Gaussian “quasi-optical” beams in the microwave and mm-wave regime, for applications in radio astronomy, remote sensing, and communications [99] [105]. The present section describes the development of a quasi-optical beam source to excite the TEM\textsubscript{00} trap mode of our cavity with nearly unit efficiency. Note that power from this source can be coupled into the cavity by a partially-transmitting mirror, in direct analogy to the multi-layer dielectric mirrors used in optical cavities. This can be achieved by perforating the mirror with an array of sub-wavelength apertures, as described below in Section 3.5.

3.4.1 Microwave Beam Profiler

In order to facilitate rapid measurements of quasi-optical beam parameters, an automated beam-profiler was constructed. It consisted of a pyramidal horn antenna (ATM, Inc 62-440-6), mounted on a belt-driven 2D translation stage (Arrick Robotics X-18) with 18” travel in the horizontal direction and 8” in the vertical. Stepper motors were used to control the motion in each direction, with nominal resolution of 0.005” and accuracy of 0.02” over the full range of translation. (Empirically, it was found that errors tended to accumulate for step sizes less than ~0.08”, but this may have
detuning from the $j = 0 \rightarrow j = 1$ resonance. In particular, if we select $j$ to be slightly smaller than $6\delta_B/4 = 15.21$ GHz, then the $|j = 2, m = +2, n = -4\rangle$ state is shifted to $U = 6\delta_B - 4j \gtrsim 0$, and does not have a crossing with trapped state. At $j = 15$ GHz, for instance, the only multi-photon interactions at achievable field strengths are with $|j = 4, m, n = -14\rangle$ at $E = 6$ kV/cm, and with $|j = 3, m, n = -9\rangle$ at $E = 9$ kV/cm; however, these are of sufficiently high order that the interaction strength should satisfy the non-adiabaticity requirement. The first crossing that fails to meet this condition is with $|j = 1, m, n = -3\rangle$, but this does not occur until $E \sim 14$ kV/cm, which exceeds our maximum field. Thus, the full ~ 20 GHz trap depth can be recovered.
been a result of rounding errors in the calibration of the control software. This was sufficient for the present application, in any case.) Control of the motor driver was by RS-232 interface, using NI Labview drivers from third-party vendor TEM Consulting. Power collected by the antenna was transmitted through a waveguide-coax transition and a 15 cm length of cable to a calibrated diode detector (Rohde & Schwartz NRP-Z23), which was in turn read by the computer via a USB interface. It was found that repeatable measurements could only be obtained if the detector was mounted on the moving stage with the horn, in order to avoid curvature-dependent changes in the transmission of the coaxial cable.

The spatial resolution of the beam profiler is inversely related the angular acceptance of the gain horn. A rough estimate of the resolution of a given horn can be obtained by comparing its angular beam width to the divergence angle of a Gaussian beam with some waist parameter $w_0$,

$$w_0 = \frac{\lambda \sqrt{\ln 2}}{\sqrt{2\pi} \tan(\theta/2)}$$

(3.17)

where $\lambda$ is the microwave wavelength and $\theta$ is the full 3dB angle of the antenna field pattern. Our wavelength is $\lambda = 1.66$ cm and, for the horn used, the E-plane beam width is specified to be $55.3^\circ$. This gives an estimated spatial resolution of $\sim 0.6$ cm. Most scans consisted of approximately 1000 points, typically over an area of about $10$ cm $\times$ $10$ cm (depending on the beam diameter in the plane being scanned), and required on the order of 5 minutes to complete. Full characterization of a Gaussian beam to accurately determine the position of its waist generally required scans in $\sim 10$ planes, with the profiler being moved manually between each measurement. The entire process typically took several hours.

3.4.2 Quasi-optical Elements

Because the final microwave trap design requires very high input power, some effort was made to develop an efficient quasi-optical feed system. See Figure 3.7 for an example of one proposed feed system design consisting of a scalar horn and a pair of ellipsoidal focussing mirrors. The basic goal of such a system is to transform the beam produced by a horn antenna into the mode supported by the cavity, with the correct (circular) polarization. Some combination of focussing and polarization-changing elements is used to effect this transformation. The modes of interest are
fairly well described by Gaussian beams, so the formalism of $2 \times 2$ ray transfer matrices (or "ABDC matrices") can be employed. The matrices for standard focussing elements can be found in many textbooks (see, for example Yariv [98] chapter 6). Recall that for a transfer matrix with elements $M_{11} = A$, $M_{12} = B$, $M_{21} = C$, and $M_{22} = D$, the $q$-parameter of an incident Gaussian beam is transformed according to $q_{\text{out}} = \frac{Aq_{\text{in}} + B}{Cq_{\text{in}} + D}$, where $q$ is related to the diameter $w$ and radius of curvature $R$ in a given plane by $\frac{1}{q} = \frac{1}{R} + \frac{\lambda}{\pi w^2}$. Some simple algebra can be performed to eliminate $q$-parameters in favor of the initial and final beam diameter and radius of curvature, yielding the following useful formulas:

\[
R_f = \frac{\pi^2 w_i^4 (AR_i + B)^2 + \lambda^2 R_i^2 B^2}{\pi^2 w_i^4 (AR_i + B)(CR_i + D) + \lambda^2 R_i^2 BD}
\]

\[
w_f^2 = \frac{\pi^2 w_i^4 (AR_i + B)^2 + \lambda^2 R_i^2 B^2}{\pi^2 R_i^2 w_i^2}
\]

(3.18)

The final microwave feed setup (described in section 3.4.3) is actually relatively simple, consisting only of a specially-engineered horn antenna and a waveguide-based polarization rotator. Earlier design iterations involved a variety of quasi-optical elements, however, and these will be enumerated and briefly described here for completeness.

**Corrugated Feed Horn:** A common approach for generating relatively symmetric, linearly polarized gaussian beams at microwave and millimeter-wave frequencies is the corrugated horn antenna [99]. (Although smooth-walled conical horns can be used in principle, their ellipticity and cross-polarization properties are often less favorable.) The interior of the corrugated horn is inscribed with cylindrically-symmetric grooves of periodicity less than a wavelength, and depth $\lambda/4$. This has the effect of creating an infinite reactance at the walls of the horn, and thereby concentrating the field close to the axis. Such a structure supports the so-called hybrid $\text{EH}_{11m}$ modes, which have more commonly been used to describe light propagation in hollow dielectric waveguides [106]. In particular, the hybrid $\text{EH}_{11}$ mode has $E(r) = J_0\left(\frac{\mu_{01}}{a}\right)\hat{z}$, for linearly polarized excitation in the $\hat{z}$ direction. (Here, $a$ is the horn aperture radius and $\mu_{01} = 2.4048$ is the first zero of $J_0$). This mode has linear polarization and an azimuthally symmetric radiation pattern, and can be shown to overlap with a $\text{TEM}_{00}$ Gaussian beam mode of diameter $w = 0.644a$ with an efficiency $K \sim 0.979$ [107].
Conical Horn of 5.0 cm aperture radius and 3.5 cm length. This matches well with a Gaussian beam of waist radius \( w_0 = 3.05 \text{ cm} \) and position \( z_0 = -13.43 \text{ cm} \) behind the aperture. (See Murphy, IEEE Trans. Ant. Prop., pg 570 [1989].) The second ellipsoidal mirror is identical to the first, but with \( R_1 \) and \( R_2 \) reversed. This will negate the off-axis effects produced by the first mirror, because the phase accumulated by the \( E_0 \) and \( E_{10} \) modes going through the waist between the mirrors should exceed that of the \( E_{30} \) mode by exactly \( \pi \). (See Murphy, International Journal of Infrared and Millimeter Waves, pg 1162 [1983].) This mirror will focus the beam down to its original waist radius of 3.05 cm, at a distance of 50 cm from the surface.

Second ellipsoidal mirror is identical to the first but with \( R_1 \) and \( R_2 \) reversed. This will negate the off-axis effects produced by the first mirror, because the phase accumulated by the \( E_0 \) and \( E_{10} \) modes going through the waist between the mirrors should exceed that of the \( E_{30} \) mode by exactly \( \pi \). (See Murphy, International Journal of Infrared and Millimeter Waves, pg 1162 [1983].) This mirror will focus the beam down to its original waist radius of 3.05 cm, at a distance of 50 cm from the surface.

Paraboloidal back mirror for resonant cavity, roughly 25 cm in diameter and containing a single subwavelength hole in the center to allow intra-cavity power to be monitored without perturbing the mode. The cavity length is chosen to be \( 20 \) half wavelengths, or 14.83 cm. The parabolic curvature is chosen to make the cavity half-concentric.

Resonant cavity coupling mirror is flat, to be fabricated by depositing copper on a 20 cm x 20 cm x 2.5 cm substrate. The copper is perforated with subwavelength holes in a rectangular array to provide optimal coupling. The expected cavity beam waist diameter is 3.05 cm at the copper surface.

Figure 3.7: Design for Quasi-Optical Feed Using Paired Ellipsoidal Focusing Mirrors
have used two corrugated horns in our quasi-optical beam development, (purchased from Thomas Keating Instruments), both designed to operate at 18.1 GHz. The first outputs a mode that is well-approximated by a Gaussian beam of waist diameter $w_0 = 2.03 \text{ cm}$ in a plane approximately 2 cm behind the aperture. The second was specially designed to produce a waist very close to the aperture plane; its field there has approximately $K = 0.988$ overlap with a Gaussian beam waist of $w_0 = 3.05 \text{ cm}$. A mechanical drawing of the newer horn is shown in Figure 3.8.

**Dielectric Lens:** As in conventional optics, lenses are arguably the simplest quasi-optical focusing devices to design and fabricate. The relatively long wavelengths associated with microwave radiation mean that numerical machining methods can be used to produce aspheric shapes with relative ease, and also allow for much more relaxed surface quality tolerances than in the optical domain. The tradeoff is that microwave lenses tend to become quite large and thick, and power absorption in the dielectric can become an issue. Relatively low loss, machinable materials such as Teflon and Rexolite are therefore preferred. We constructed and tested a single-surface Rexolite (index $n = 1.59$, loss tangent $\delta = 4 \times 10^{-4}$ at 13 GHz [108]) lens of diameter $d = 30 \text{ cm}$ and focal length $f = 21 \text{ cm}$. (See Figure 3.9.) The curved face is hyperboloidal, this being the best form for collimating waves originating at its focus [99]. (In fact, a bi-hyperbolic shape would be preferred for focusing back down into the cavity mode, but this design was easier to construct and performed adequately for testing purposes.) The on-axis thickness of the lens is $t_c = 6.4 \text{ cm}$, giving an absorbed power fraction of $a t_c = \frac{2\pi n \tan \delta}{d} = 0.015$. This is reasonable for low to moderate incident powers, but for $P_{in} = 2 \text{ kW}$, then $a t_c = 30 \text{ W}$, which cannot easily be dissipated in the dielectric. An even more serious problem arises from Fresnel reflections at the dielectric surface. For normal incidence, the reflection coefficient is $R = \left(\frac{n - 1}{n + 1}\right)^2 = 0.052$; for 2 kW incident power, this is over 100 W at each surface! No known dielectric exists with index of refraction $n = \sqrt{n_{\text{Revolite}}} = 1.26$ at GHz frequencies, so anti-reflection coatings would be difficult to fabricate. It is possible in principle to produce a layer of the appropriate index by machining grooves with sub-wavelength periodicity into the surface of the lens (see the discussion of waveplates below for details), but doing so would necessarily introduce birefringence. For these reasons, it was ultimately decided that dielectric lenses are not suitable for our high-power quasi-optical mode matching application.

**Ellipsoidal Mirror:** As an alternative to lenses, off-axis reflectors are sometimes employed as low-loss quasi-optical focusing elements. The concave surface of an ellipsoidal mirror is described by
Figure 3.8: Mechanical drawing of one of our scalar horns, designed by Richard Wylde of Thomas Keating Instruments. Its output is nominally a Gaussian beam of diameter $w_0 = 3.05$ cm, with the waist located about in the aperture plane.
Figure 3.9: Dielectric lens. Fabricated from Rexolite, with an aperture diameter $d=30$ cm and on-axis thickness of 6.4 cm. The hyperbolic surface gives a focal length of $f=21$ cm.

An ellipse rotated about its major axis, $\frac{x^2}{a^2} + \frac{y^2}{b^2} = 1$, where $2a$ is the length of the major axis. The ellipse is defined by two foci on the major axis $F_1$ and $F_2$, such that for any point $P$ on the ellipse, the lengths $R_1$ of $\overline{F_1P}$ and $R_2$ of $\overline{F_2P}$ satisfy $R_1 + R_2 = 2a$. An incident $TEM_{00}$ Gaussian beam mode passing through $F_1$ and having a radius of curvature $R_1$ when it strikes the surface of the mirror will be transformed into an outgoing beam of radius $R_2$ that passes through $F_2$. The focal length of the mirror is therefore given by $f = \left( \frac{1}{R_1} + \frac{1}{R_2} \right)^{-1}$. By further specifying the angle $2\theta$, between the incident and reflected beams, the shape of the mirror is fully determined.

The chief drawbacks of the ellipsoidal mirror lie in (i.) the amplitude distortion associated with off-axis reflection, as well as (ii.) spatially-dependent cross-polarization effects caused by the locally varying normal vector of the reflector. Both effects are considered in a paper by Murphy [109]. In the first case, the distortion is described by expansion of the incoming beam at the mirror surface in terms of the Gaussian mode functions of the outgoing beam. It is shown that, to lowest order in $w_m/f$, the reflected field is given by

$$E_r = C(E_{00} + \frac{U}{2} \sqrt{3} E_{30} + E_{12})$$

for $U = \frac{w_m \tan \theta}{2 \sqrt{2} f}$ (3.19)

where $w_m$ is the size of the Gaussian beam at the mirror surface and $C$ is a normalization constant.
The total power lost to the $TEM_{30}$ and $TEM_{21}$ modes is therefore $K_{30} + K_{12} = \frac{\pi^2 \tan^2 \theta_1}{8f^2}$. Interestingly, analysis of the power converted to the orthogonal polarization for a linearly-polarized input beam yields the same result, $K_{XP} = \frac{\pi^2 \tan^2 \theta_1}{8f^2}$. Murphy points out that both of these effects can be largely eliminated by the appropriate use of a two-mirror feed system of the type shown in Figure 3.7.

We have constructed an ellipsoidal mirror of focal length $f = 19.2\, \text{cm}$ for an angle of incidence $\theta_1 = 45^\circ$, with $R_1 = 44.5\, \text{cm}$ and $R_2 = 33.9\, \text{cm}$ (see Figure 3.10) and used it to feed a variety of prototype microwave cavity designs. The mode distortion and cross-polarization loss associated with this mirror are each on the order of $K \sim 0.015$. While this was sufficient for testing purposes, the polarization impurity would be a significant problem for the final trap design. A two-mirror feed system was considered briefly to overcome this problem, but the solution described in Section 3.4.3 was ultimately deemed simpler to implement.

**Quasi-optical Quarter Wave Plates:** The ability to machine dielectric materials with sub-wavelength features affords the possibility of manufacturing birefringent structures for microwave beams. One approach is to take advantage of so-called "form birefringence", by cutting sub-wavelength grooves of a particular orientation into a dielectric solid. The resulting average dielectric constants parallel and perpendicular to the grooves have been calculated to second order in the groove-periodicity to
wavelength ratio \( \Lambda/\lambda \) using effective medium theory [110]:

\[
e_\parallel^{(0)} = r e_2 + (1 - r)e_1
\]

\[
e_\parallel^{(2)} = e_\parallel^{(0)} \left[ 1 + \frac{\pi^2}{3} \left( \frac{\Lambda}{\lambda} \right)^2 r^2 (1 - r)^2 (e_2 - e_1)^2 \frac{e_\parallel^{(0)}}{e_0 e_\parallel^{(0)}} \right]
\]

\[
e_\perp^{(0)} = \frac{e_1 e_2}{r e_1 + (1 - r)e_2}
\]

\[
e_\perp^{(2)} = e_\perp^{(0)} \left[ 1 + \frac{\pi^2}{3} \left( \frac{\Lambda}{\lambda} \right)^2 r^2 (1 - r)^2 (e_2 - e_1)^2 \frac{e_\parallel^{(0)}}{e_0 \left( e_1 e_2 \right)} \right] ^2
\]

(3.20)

where \( e_0 \) is the permittivity of free space, \( e_2 \approx e_0 \) is the dielectric constant of air, \( e_1 \) is the dielectric constant of the material, and \( r \Lambda \) is the width of each groove. By cutting the grooves to the appropriate depth, it is possible to arrange the desired phase delay of one polarization relative to the other.

Birefringence can also be obtained by constructing a series of thin metal strips, such that the incident beam sees an array of parallel-plate waveguides along one polarization axis. If the metal strips are separated by dielectric spacers of refractive index \( e \) and thickness \( a \), the effective indices of refraction for beam polarizations parallel and perpendicular to the metal surfaces are given by [111]:

\[
e_\parallel = e - \left( \frac{\Lambda}{2a} \right)
\]

\[
e_\perp = e
\]

(3.21)

(Here, \( \lambda \) is the free-space wavelength.) Once again, the desired polarization rotation can then be achieved by fixing the depth of the structure to give the appropriate phase delay. Goldsmith [99] points out that the normal-incidence reflection coefficient, \( R = \sqrt{\gamma e_\parallel / \gamma e_\perp} \) can be made equal for the two polarizations \( j = \parallel, \perp \) if the condition \( e_\parallel = 1/e_\perp \) is satisfied. This is equivalent to requiring

\[
\frac{\Lambda}{2a} = \sqrt{\frac{e_\perp}{e_\parallel}}.
\]

We have investigated the performance of quasi-optical quarter wave plates (QWPs) constructed using both of the techniques described above. A grooved dielectric QWP (shown in Figure 3.11a) was made from Delrin \( (e_r = 3.7?) \) using a groove periodicity \( \Lambda = 0.318 \) cm, with groove widths \( r \Lambda = 0.159 \) cm. The device was actually constructed as two \( \lambda/8 \)-plates, each with grooves of depth \( d_1 = 0.368 \) cm inscribed on both sides of a solid Delrin core of thickness \( d_2 = 0.93 \) cm. Thus, the incoming microwave beam encountered a series of grooved and solid layers of thicknesses in the
ratio $d_1 : d_2 : 2d_1 : d_2 : d_1$, which acted as a multi-layer dielectric stack and served to reduce the polarization-averaged reflection from the front face to $R \sim 0.005$ (calculated). Unfortunately, this device did not display the desired polarization rotation properties. It was realized after testing that black Delrin is filled with carbon particles which change its electrical properties; the dielectric constant ($\varepsilon_r = 3.7$) used in the design is a generic value for Delrin and may not reflect this fact.

The parallel-plate waveguide QWP shown in Figure 3.11b was constructed using 0.08 cm thick aluminum fins, spaced by $a = 1.06$ cm Rexolite ($\varepsilon_r = 2.53$) sheets. This satisfies the equal-reflection condition defined above. The depth of the waveguides was chosen to be $L = 2.04$ cm in order to obtain a quarter-wave rotation. Testing showed that the cross-polarization of the output was approximately -8dB, which is insufficient for the polarization-purity requirements of the microwave trap. Some deliberation was given to the choice of either fabricating another waveguide device with higher machining tolerances or switching to a reflective QWP of the Martin Puplett type [105], the latter being harder to construct but free of potential power absorption problems when operating the beam at full power. Ultimately, it was decided to adopt a waveguide-based polarization rotator instead.

Figure 3.11: Transmissive quasi-optical quarter wave plates. (a) Form birefringent wave plate made from black Delrin with groove period $\Lambda = 0.318$ cm, groove width $r\Lambda = 0.159$ cm, and groove depths $d_1 = 0.368$ cm. (b) Waveguide quarter wave plate made from 0.08 cm thick aluminum fins and Rexolite spacers of width $a = 1.06$ cm. The depth of the waveguides into the page is $L = 2.04$ cm.
Figure 3.12: Final cavity feed design. The trap consists of a half-symmetric resonator [A] operating at frequency 18.1 GHz with a longitudinal mode number of $p=20$. Power is coupled into the resonator through the flat mirror [B], consisting of a 10$\mu$m layer of copper deposited onto the surface of a 20 cm $\times$ 20 cm $\times$ 2.5 cm beryllia (BeO) substrate. A fused silica vacuum window of thickness 0.95 cm, together with a 1.38 cm thick Teflon slab, functions as a good anti-reflection coating for the BeO. Power is delivered to the cavity by a corrugated feed horn antenna [C], which produces a TEM$_{00}$ Gaussian beam mode of waist radius $w_0 = 2.92$ cm exactly at the horn aperture. The measured field pattern of the horn gives $>99\%$ overlap with the cavity mode. The gain horn is in turn fed by a waveguide squashed-plate polarizer [D], which generates circular polarization with $\sim 20$dB purity from a linearly polarized TE$_{10}$ waveguide mode.
3.4.3 Quasi-optical Feed Design for a Near Semi-confocal Cavity

The final design for transmitted power into the microwave trap is shown in Figure 3.12. The realization that a corrugated scalar horn could be fabricated with an effective beam waist in its aperture plane afforded considerable simplification of the feed system. (Most horn antennas produce a mode with an effective waist located well behind the aperture.) The new scalar horn is specified to produce a Gaussian beam with waist parameter $w_0 = 3.05$ cm, equal to that of the desired cavity mode. Although the horn aperture plane is offset from the cavity mode waist by a distance equal to the combined thickness of the BeO mirror substrate, the vacuum chamber window, and an anti-reflection layer of Teflon ($n_{BeO} + n_{FusSil} + n_{Teflon} = 2.41$ cm), the fractional power loss due to imperfect mode overlap can be calculated using standard Gaussian beam propagation formulas:

$$\alpha_{Mode} = 1 - \frac{4}{\left(\frac{w_{h}}{w_{c}} + \frac{w_{d}}{w_{g}}\right)^2 + \left(\frac{\Delta z}{\pi w_{a} w_{g}}\right)^2} = 7.3 \times 10^{-3}$$

(3.22)

Here, $w_{hc} = 3.05$ cm is the Gaussian waist parameter of the cavity mode, $w_{dh} = 2.92$ cm is the beam waist parameter of the horn output measured using the beam profiler, $\lambda = 1.656$ cm is the microwave wavelength, and $\Delta z = 2.41$ cm is the distance between the aperture plane and the cavity mirror surface, divided by the refractive indices of the intervening materials.

Efficient cavity excitation also requires the minimization of reflections from the back surface of the BeO mirror substrate due to index mismatch ($n_{BeO} = 2.62$). The thickness of the fused silica vacuum chamber window ($n_{FusSilica} = 1.98$) can be chosen to reduce reflections to as little as $R = 0.04$, but considerable further improvement is realized with the addition of a layer of Teflon ($n_{Teflon} = 1.43$) between the horn and the window. In particular, for Teflon thickness $t_{Teflon} = 1.38 \pm 0.03$ cm and window thickness $t_{FusSilica} = 0.95 \pm 0.03$ cm, the combined normal-incidence reflection coefficient at 18.1 GHz is found to be $R \leq 4 \times 10^{-3}$. Power absorption in each dielectric material can be estimated using loss tangents $\delta_{BeO} = 2 \times 10^{-3}$, $\delta_{FusSilica} = 2 \times 10^{-3}$, and $\delta_{Teflon} = 2 \times 10^{-4}$, using $\alpha_{abs} = \sum_{j} n_j \tan(\delta_j) = 0.066$, for $j = \{BeO, FusSilica, Teflon\}$. Note that about three quarters of this power is absorbed in the BeO substrate, which will be water cooled. Finally, the total power lost coupling into the cavity is given by:

$$\alpha_{Total} = \alpha_{Mode} + R + \alpha_{abs} = 0.077$$

(3.23)
Circular polarization is achieved in the cavity feed design by the use of a custom-made squashed plate polarizer at the input of the scalar horn. This device is essentially a rectangular (WR-62) to circular waveguide transition that uses precisely designed indentations to create a circularly-polarized field at the output. It has the advantage of being able to operate at higher input power levels than conventional ortho-mode transducers, which contain a delicate iris, or devices relying on dielectric materials to provide birefringence. Our squashed plate polarizer is specified to give -25dB cross-polarization over a 270 MHz bandwidth and -20dB cross-polarization over 900 MHz bandwidth around the nominal 18.1GHz operating frequency. Polarization measurements of the horn output show -22dB over -50 MHz about 18.08 GHz, and -18dB over -100 MHz bandwidth. (The original design was reportedly hampered by a bug in the HFSS design software.)

3.5 Cavity Coupling

Having a high degree of spatial overlap between the quasi-optical feed and the cavity mode is a necessary but not sufficient condition for maximizing the standing wave electric field in the microwave resonator; it is also required that the fractional transmission through the mirror be tuned to the correct value. This can be understood in direct analogy to the requirement for impedance matching at discontinuities in transmission line systems in order to minimize reflections. While it is obviously optimal to couple all of the incident power into the resonator, our minimum design requirement was set by the limit on the amount of microwave power that could safely be reflected back to the amplifier. (Unfortunately, circulators cannot be obtained for our wavelength and power level short of a very costly custom design.) The Xicom XTKD-2000DBS and CPI K3D64A amplifiers are both specified to enter shutdown (without damage to the klystron, according to sales engineers) at a load VSWR of 2.0, corresponding to a power reflection coefficient of approximately 0.1. Our goal, then, was to find a coupling mirror design with power transmission > 0.9, which did not reduce the cavity Q to below half of its nominal minimally-coupled value.

3.5.1 Optimal Coupling and Sources of Loss

In order to obtain the deepest possible trap, it is desirable to tune the degree of coupling between the external power source and the cavity mode so as to maximize the intra-cavity electric field. This can be accomplished by setting the coupling equal to the sum of all other losses associated with
the mode being excited. To see why this is true, consider the case of a plane wave impinging on a plane-parallel resonator. (The following argument is similar to those presented by Grachev et. al. [112] and Siegman [97], among others.) Denote the incoming plane wave \( E_{in} = E_{in} e^{i(kx-\omega t)} \), and the right- and left-going traveling wave components of the intra-cavity field as \( E^+ \) and \( E^- \) respectively, for \( E_{in} = E_{in} e^{i(kx-\omega t)} \).

Now, let \( r_1 \) and \( r_2 \) be the field reflection coefficients for the left and right mirrors. Then \( r_1 = 1 - \sqrt{1 - \gamma_o^2 - \gamma_{coup}^2 - \gamma_d^2} \) and \( r_2 = 1 - \sqrt{1 - \gamma_o^2 - \gamma_{ap}^2 - \gamma_d^2} \), where \( \gamma_o \) is the loss at each mirror due to the finite resistivity of copper, \( \gamma_d \) is the diffractive loss at each mirror, \( \gamma_{ap} \) is the loss through the output coupling hole in mirror 2, and \( \gamma_{coup} \) is the input coupling coefficient at mirror 1. The standing wave field amplitude in the cavity is then given by \( E_0 = E^+ + E^- \), where

\[
E^+ = \gamma_{coup} \left( 1 + r_2 r_1 + r_2^2 r_1^2 + \cdots \right) = \frac{\gamma_{coup}}{1 - r_1 r_2} = \frac{\gamma_{coup}}{1 - \sqrt{1 - \gamma_o^2 - \gamma_{coup}^2 - \gamma_d^2} \sqrt{1 - \gamma_o^2 - \gamma_{ap}^2 - \gamma_d^2}}
\]

Finally, noting that \( E^- = r_2 E^+ \), and expanding in each of the small loss parameters,
\[
\frac{E_0}{E_{in}} = \frac{\gamma_{coup}(1 + r_2)}{1 - r_1r_2} \\
= \frac{\gamma_{coup}(1 + \sqrt{1 - \gamma_o^2 - \gamma_{ap}^2 - \gamma_d^2})}{1 - \sqrt{1 - \gamma_o^2 - \gamma_{ap}^2 - \gamma_d^2}} \\
\approx \frac{\gamma_{coup}(1 + (1 - \frac{\gamma_o^2}{2} - \frac{\gamma_{ap}^2}{2} - \frac{\gamma_d^2}{2}))}{1 - (1 - \frac{2\gamma_o^2}{2} - \frac{\gamma_{ap}^2}{2} - \frac{\gamma_d^2}{2})} \\
= 4\sqrt{\alpha_{coup}} \frac{1 - \alpha_o - \alpha_{ap} - \alpha_d}{2\alpha_o + \alpha_{coup} + \alpha_{ap} + 2\alpha_d}
\]

(3.24)

where \( \alpha_j = \gamma_j^2 \) are the loss coefficients expressed in terms of power, rather than electric field. Clearly \( E_0 \) is maximized in the above expression when \( \alpha_{coup} = 2\alpha_o + \alpha_{ap} + 2\alpha_d = \Sigma \alpha_{cav} \). The practical signature of optimal coupling, then, is that the observed Q-factor of the cavity is reduced by a factor of 2 compared to the value at very low coupling. Note also that, although the foregoing argument was presented in terms of parallel mirrors and plane waves, it applies equally well to the Gaussian modes of our semi-confocal cavity.

Relatively simple estimates can be made for the loss mechanisms mentioned above. For our cavity, the curvature of the paraboloidal mirror is sufficiently large on the scale of a wavelength that the local geometry for reflection is reasonably approximated by a plane wave impinging on a flat mirror; in this case, the resistive loss per reflection is given by [113]:

\[
\alpha_o = 4\sqrt{\pi \epsilon_0 \mu_0 \omega} = 3.68 \times 10^{-4}
\]

(3.25)

where \( f = 18.1 \) GHz is the microwave frequency, \( \epsilon_0 = \frac{10^{-9}}{36\pi} \) is the permittivity of free space, and \( \rho = 1.68 \times 10^{-9} \) \( \Omega \cdot m \) is the resistivity of copper at room temperature. This establishes a fundamental limit for the Q-factor of the cavity for a given mirror material; apart from cooling the mirrors to reduce their resistivity, it is impossible to obtain a linewidth smaller than the one set by this mechanism. Part of the goal in engineering the cavity, then, is to ensure that the losses due to all other processes are smaller.

Diffractive losses may be estimated by calculating the fraction of the Gaussian TEM\(_{00,N}\) mode
that extends past the finite mirror radius:

\[ a_{diff} = \frac{\int_{\frac{r_0}{w_0}}^{\infty} \exp\left(\frac{-r^2}{2\sigma^2}\right)^2}{\int_{r=0}^{\infty} \exp\left(\frac{-r^2}{2\sigma^2}\right)} = \exp\left(\frac{-2r_0^2}{w^2}\right) = 2.1 \times 10^{-3} \]  

(3.26)

where \( r_0 = 10 \text{ cm} \) is the mirror radius and \( w = w_0 = 3.05 \text{ cm} \) for the flat mirror, or \( r_0 = 12.5 \text{ cm} \) and \( w = \sqrt{2}w_0 = 4.31 \text{ cm} \) for the curved mirror. The value for \( a_{diff} \) given above is for the curved mirror; obviously the loss will be considerably smaller at the flat mirror. Two parenthetical comments should be made, however, regarding this estimate for diffractive loss. First, as is pointed out by Siegman ([97], section 19.5) and others, the actual modes of a semi-confocal resonator with finite mirror diameters differ from the ideal Gaussian modes of an infinite-mirror resonator, in that the actual field modes become distorted near the mirror edges in such a way as to minimize spillover. This results in lower expected diffractive loss than the estimate above suggests - see Siegman and Weinstein [114] for more detailed discussions of diffractive loss for real modes of symmetric resonators. Second, and of perhaps greater practical relevance, it should be noted that the observed diffractive losses associated with the flat mirror in our setup were actually larger than expected. Early versions of the test cavity used a 15cm \( \times \) 15 cm square flat mirror, which should give a diffractive loss of less \( 4 \times 10^{-6} \) according to the estimate above, significantly less than the resistive loss of the copper. In fact, we observed a systematic improvement in the Q of the cavity for flat mirrors of up to 20 cm \( \times \) 20 cm. (Further increasing the size of the mirror made no detectable difference.) The reason for this apparent discrepancy is unclear; one possibility is that the input coupling hole pattern has the effect of redistributing the field pattern in the vicinity of the mirror in such a way as to increase the amplitude far from the cavity axis. In any case, operating with mirrors of 20 cm diameter is apparently sufficient to ensure that diffraction is insignificant compared to resistive loss in the cavity mirrors.

The loss associated with the small output coupling aperture at the center of the paraboloidal mirror is also somewhat difficult to calculate, even neglecting the distortion of the field mode caused by its presence. (For numerical calculations of the eigenmode distortion caused by introducing on-axis apertures into a non-symmetric cavity, see [115].) If we restrict our description of the problem to Gaussian cavity modes, then, for a thin mirror, Bethe's theory for diffraction by a sub-wavelength aperture (see section 3.5.2 below) could in principle be employed; for the present case, however, the aperture has a finite thickness that is comparable to its diameter, and corrections to Bethe's
small-aperture polarizability are required [116] [117]. Following Levy [116],

\[ m = C_H R^3 H_i, \quad \text{for} \quad C_H = -2 \left( \frac{4}{3} \exp \frac{-2\pi A_m t}{\lambda_{cm}} \sqrt{1 - \left( \frac{\lambda_{cm}}{\lambda} \right)^2} \right) \]

Here, \( m \) is the effective magnetic moment of the magnetic dipole in the plane of the aperture that models the aperture field, \( R = 0.23 \text{ cm} \) is the aperture radius, \( t = 0.25 \text{ cm} \) is the mirror thickness, \( \lambda = 1.656 \text{ cm} \) is the microwave wavelength, \( \lambda_{cm} = 3.412 \times R = 0.80 \text{ cm} \) is the cutoff wavelength for the \( H_{11} \) mode inside the aperture, \( A_m t = 1.0064 t + 0.0819 R \) is a numerical correction factor determined by McDonald [117], and \( H_t \) is the tangential magnetic field of the cavity mode at the mirror surface. Then, for \( P_n \) the power in the gaussian mode generating \( H_t \), and \( \eta_0 \) the impedance of free space, one finds the power transmission of the aperture to be

\[ \alpha_{ap} = \frac{4\pi^2}{3A^4} |n|^2 \frac{P_n}{P_m} = 5.7 \times 10^{-6} \quad (3.27) \]

A somewhat crude direct transmission measurement was performed on an early prototype mirror with a similar aperture diameter and thickness by measuring the attenuation in a free-space gaussian beam between two gain horns when the mirror was interposed between them. (See Section 3.5.3 for details about how such a measurement can be performed.) In that case, the measured result agreed with the predictions of this theory to within about 20%, consistent with the uncertainty in the measurement.

Other possible line-broadening mechanisms considered in addition to those enumerated in Equation 3.24 included the accumulation of phase errors due to surface imperfections in the cavity mirrors, as well as distributed absorptive loss due to water vapor in the air-filled prototype cavity. (The latter effect would not, of course, be an issue in the final UHV microwave trap geometry, but could lead to the observation of misleadingly low Q values during testing.) Goldsmith ([99], section 5.8.4) points out that phase errors in a reflector antenna system lead to gain reduction of \( G/G_0 = 1 - (\frac{\epsilon_{rms}}{\lambda})^2 \), where \( \epsilon_{rms} \) is the RMS amplitude of a sinusoidal perturbation on the reflector surface, and suggests that losses in a quasi-optical reflector system should be of the same order. Our cavity mirrors are specified to be flat to \( 10^{-4} \) inches, so \( \epsilon_{rms}/\lambda \sim 1.5 \times 10^{-4} \), giving an associated loss \( \alpha_{plan} \sim 3.7 \times 10^{-6} \). Finally, the attenuation of the circulating cavity power due to absorption by water vapor can be estimated using the data of Becker and Autler [118]. They found that the
highest absorption in the wavelength range investigated (0.7 cm to 1.7 cm) occurred at \( \lambda = 1.33 \) cm, and was roughly equal to 0.024 dB/km per g/m^3. Conservatively assuming this level of attenuation at our wavelength and 100% relative humidity (corresponding to a water density of 23 g/m^3 in air at 298 K), one finds an attenuation per round trip through the cavity of \( \alpha_{abs} = 4.2 \times 10^{-5} \). To verify that power loss due to absorption by water vapor should not be an important effect, the resonance width of a cavity with nominal \( Q \approx 4 \times 10^4 \) (corresponding to a round-trip loss of \( 2.3 \times 10^{-4} \)) was measured in a dry-nitrogen environment, and no change was observed in the spectrum.

A summary of the various loss mechanisms and their expected magnitudes is shown below:

<table>
<thead>
<tr>
<th>Loss Mechanism</th>
<th>Symbol</th>
<th>Round-Trip Power Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copper Finite Resistance</td>
<td>( 2\alpha_c )</td>
<td>( 7.36 \times 10^{-4} )</td>
</tr>
<tr>
<td>Diffraction</td>
<td>( \alpha_{diff1} + \alpha_{diff2} )</td>
<td>( 5.2 \times 10^{-8} )</td>
</tr>
<tr>
<td>Surface Roughness Phase Error</td>
<td>( 2\alpha_{phase} )</td>
<td>( 7.4 \times 10^{-6} )</td>
</tr>
<tr>
<td>Output Coupling Aperture</td>
<td>( \alpha_{ap} )</td>
<td>( 5.7 \times 10^{-6} )</td>
</tr>
<tr>
<td>Absorption by Water Vapour</td>
<td>( \alpha_{abs} )</td>
<td>( 4.2 \times 10^{-5} )</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td>( \Sigma\alpha_{int} )</td>
<td>( 7.91 \times 10^{-4} )</td>
</tr>
</tbody>
</table>

The expected Q-factor of the cavity can now be calculated using ([97], section 11.4) (or maybe ref to eq. above...):

\[
Q = \frac{2\pi q}{\Sigma\alpha_{int} + \alpha_{coup}} \tag{3.28}
\]

where \( q = 20 \) is the longitudinal mode number. For a minimally-coupled cavity, \( \alpha_{coup} \to 0 \), this gives \( Q \approx 1.55 \times 10^5 \). In practice, we have not observed minimally-coupled Q-factors higher than \( Q \approx 9 \times 10^4 \). (See Section 3.5.3 for details.) This is presumably due to finite copper resistivity somewhat worse than the nominal value, as might be expected if a surface oxide layer is allowed to form at the mirror surface. Thus, to obtain the maximum possible intra-cavity electric field, an input coupling of \( \alpha_{coup} = \frac{2\pi q}{\Sigma\alpha_{int} + \alpha_{coup}} = \frac{40\pi}{9\times10^4} = 1.40 \times 10^{-3} \) is required. (Note from Equation 3.24, however, that \( \frac{E_{in}}{E_{max}} \propto \frac{\alpha_{coup}}{\Sigma\alpha_{int} + \alpha_{coup}} \) is a rather slowly varying function - one still obtains \( \approx 99.8\% \) of the maximum electric field even if \( \alpha_{coup} \) differs from the optimal value by as much as 10%). Using the optimally-coupled Q of \( 4.5 \times 10^4 \), the expected peak field in the cavity is found (see calculation in Appendix D) to be **12.2 kV/cm**.
3.5.2 Single Aperture Coupling Measurements

Perhaps the simplest way to couple power into the microwave trap is by the use of a single sub-wavelength aperture located on the cavity axis. Small aperture coupling is a fairly standard technique for controlling the transmission of power from a waveguide mode into a closed resonator, and much has been written on calculating the effective impedance of such a system. (See, for example Marcuvitz [119].) The general theory for diffraction by a sub-wavelength aperture in a conducting plane, worked out by Bethe [120] and summarized by Jackson [121], shows that the aperture may be modeled as the sum of an electric dipole oscillating perpendicular to the plane and a magnetic dipole parallel to the plane. The effective dipole moments for a circular aperture are given by Jackson as

\[ p_{\text{eff}} = -\frac{4\varepsilon_0 R^3}{3} E_0, \quad m_{\text{eff}} = \frac{8R^3}{3} H_0. \]  

(3.29)

where \( R \) is the aperture radius and \( E_0 \) and \( B_0 \) are the (perpendicular) electric and (parallel) magnetic fields of the incident radiation, respectively.

On the basis of results described in the literature, it was not expected that a single-aperture coupling scheme would be sufficient to simultaneously satisfy our requirements of high cavity Q and near-unit coupling efficiency into the TEM\(_{0,0,N}\) mode. While high Q factors may be obtained by making the aperture very small, the overlap between the dipole pattern of the aperture and the desired resonator mode is expected to be poor in this case, resulting in low power coupling. A brief series of measurements was undertaken using the setup sketched schematically in Figure 3.13 to verify this for our near semi-confocal resonator.

A series of apertures of increasing diameter were drilled into an OFHC copper plate of dimensions 20 cm \( \times \) 20 cm \( \times \) 0.65 cm that formed the flat mirror of the cavity, and the resonance width and maximum power transmitted into the cavity on resonance were measured for each. The aperture was excited through a short section of waveguide mounted directly to the back of the mirror. Reflected power was monitored at the reverse-coupled port of a -20dB directional coupler (Pasternack PE 2206-20) inserted between the source and the SMA-waveguide transition. Alternatively, power transmitted through the cavity could be monitored via a 0.45 cm diameter hole located at the center of the curved mirror, using a standard WR-62 format 10dB pyramidal gain horn (purchased from...
Figure 3.13: Setup for measuring coupling efficiency and cavity Q for a semi-confocal cavity.

ATM inc.) to collect the transmitted radiation. (Note that the output coupling aperture was of smaller diameter than any input coupling aperture investigated, and should not have significantly affected the cavity Q; see section 3.5.1 for details.) The cavity length was adjusted such that the TEM$_{0,0,0}$ mode was resonant at $18.095 \pm 0.005$ GHz. Frequency-dependent reflections from coaxial and waveguide elements between the source and the cavity were eliminated by measuring the reflection spectrum while the cavity was loaded with $\sim 20$dB of absorbing foam and subtracting the result from the later cavity resonance measurements.

Figure 3.14 summarizes the cavity Q-factors and coupling values measured as a function of aperture diameter. Note that at diameters large enough to transmit an appreciable fraction of power into the cavity, the observed Q-factors are much lower than half the value at minimal coupling. The reason for this high loss at increased coupling is somewhat unclear. Goldsmith [99] points out that, for apertures small enough to give optimal $\alpha_{\text{coup}}$ for typical cavities, the power tends to be radiated into a large solid angle, leading to significant insertion loss. A simple calculation was performed to check this hypothesis by calculating the overlap of an idealized (uniform) aperture field with the higher-order Gauss-Laguerre modes of the cavity. The process of radiation out of the cavity by the aperture should be equivalent to coupling to high-order modes that have field distributions concentrated far from the cavity axis and which therefore show correspondingly high diffractive
Figure 3.14: Cavity Q-factor and fraction of power transmitted into cavity as a function of coupling hole diameter. It is expected that the transmission should approach unity when the coupling is large enough to reduce the Q to half of its minimally-coupled value. In fact, the Q at power transmission $T \geq 0.2$ is much less than half of the minimally-coupled value, indicating that the coupling aperture has significantly distorted the mode shape by this point.
loss. Unfortunately, it was not possible to account for the observed power loss using this model - even for relatively high-loss modes with large linewidths, their finite detuning from the TEM\(_{0,0,N}\) mode when the cavity is tuned away from the semiconfocal condition makes it hard to couple much power into them. Furthermore, one would probably expect to see a broad transmission feature around the main TEM\(_{0,0,N}\) peak in the reflection spectrum if this explanation were correct, and no such feature is observed. A more likely explanation for the observed effect is that, as the aperture diameter is increased to the point where \(a_{\text{coup}} \sim \Sigma a_{\text{cav}}\), the eigenmodes are significantly perturbed such that the field distribution is no longer well described by individual Gaussian modes; this hypothesis may be supported by the observation that the frequency of the main resonance shifts to the red by \(\sim 10\) MHz as the aperture size is increased. In any case, it is clear from the data of Figure 3.14 that a different approach to feeding power into the cavity must be found in order to achieve the goals of high coupling and low loss required for the microwave trap.

3.5.3 Aperture Array Measurements

A more promising approach for coupling power into the microwave trap mode is to perforate the cavity input mirror with an array of sub-wavelength apertures. This should enable the field distribution of the incident radiation to be approximately preserved, and thereby to be matched to the TEM\(_{0,0,N}\) mode of the cavity. At the same time, adjustment of the density and diameter of the apertures allows the transmission \(a_{\text{coup}}\) to be tuned to the optimal value. An estimate for the power transmitted through a square array of circular apertures with radius \(a\) and spacing \(d\) can be made by summing the individual Bethe dipole fields (Equation 3.29) for a plane-wave excitation. The calculation is summarized in Appendix E, and gives the result

\[
a_{\text{coup}} = \left(\frac{8\pi a^3}{3\lambda d^2}\right)^2
\]

This simple summation gives an idea of the expected scaling of the aperture array transmission, although it does not take into account either the possibility of finite mirror thickness, or the mutual coupling between magnetic dipoles in the array. (The latter effect is considered in [122], and is numerically found to affect the effective dipole moment of each aperture by less than 10% for our typical array parameters of aperture spacing \(d = 0.51\) cm and diameter \(0.1\) cm \(\leq 2a \leq 0.2\) cm.) A more sophisticated approach to the problem of transmission through perforated conducting
plates is put forth in a series of papers by Chen ([123] [124] [125]), in which the free space fields are expanded in a basis of Floquet modes at multiples of the array periodicity, and their overlap integrals with in-aperture fields described by sums of cylindrical waveguide modes are calculated. This "method of moments" [126] is encoded in a freely-downloadable software package from the microwave group at the University of Pavia [127]. Somewhat reasonable agreement (usually at the ~50% level) was obtained between calculations using this software and transmission measurements made on our early test mirrors. In general, however, the software limited the maximum number of modes in the calculation to less than was apparently required for numerical convergence with our sub-wavelength apertures. Furthermore, the ceramic substrate in our final cavity design alters the transmission properties of the array in a way that the software does not take into account.

A series of measurements was therefore undertaken to determine the correct multi-aperture grid pattern for optimal input coupling, using the scaling of Equation 3.30 as a general guide. The initial test mirrors for the semi-confocal cavity geometry were made using single-sided copper printed-circuit prototyping boards (Injectorall Electronics PC7-T). The boards consisted of a 30 cm x 30 cm square substrate (FR-4 glass-epoxy laminate [128] of thickness 1.6 mm, onto which a 1 oz./ft² ≈ 35µm copper layer had been deposited. Because the printed circuit board (PCB) substrates were much thinner than a wavelength (thickness ~ λ/10), it was expected that finite refractive index effects on the aperture array transmission should be small, and that the mirror should approximate an ideal thin, perforated metal screen. The array was created by drilling holes into the substrate on a 2-axis numerical mill. In most cases, the full 30 cm x 30 cm substrate area was used to form the mirror, although it was empirically determined that there was no appreciable increase in diffractive loss for mirrors as small as 20 cm x 20 cm.

A second set of mirrors was fabricated to investigate changes in transmission through the aperture array in the presence of a ceramic substrate of finite refractive index. Aluminum oxide (Al₂O₃) substrates were used (dielectric constant εᵣ = 9.8 at 1 MHz) instead of Beryllium Oxide (BeO, εᵣ = 6.76 at 1 MHz) because of the cost and difficulty of working with the latter material. Square, 20cm x 20cm x 0.64cm substrates of 99.8% pure Al₂O₃ were purchased from Stratamet Advanced Materials Corporation and ground to 2.5 µm flatness by Ron Kehl Engineering. A thin layer of copper (1µm thickness) was then vapor deposited on one surface over a 500Å Chromium adhesion layer. Optical lithography was used to etch away copper so as to form the desired aperture array,
and the remaining copper was electroplated up to 10μm total thickness. All steps of the deposition and lithography process were performed by IJ Research, Inc. An additional 20 cm × 20 cm × 1.91 cm slab of Al₂O₃ was purchased and was clamped against each mirror substrate during transmission measurements in order to reproduce the full 2.5 cm design thickness of ceramic. (This approach was more cost-effective than fabricating each test mirror on a 2.5 cm thick substrate.)

Two different techniques were used for measuring the transmission through a given aperture array. For arrays with relatively high transmission coefficients ($\alpha_{\text{covp}} > 10^{-3}$), the transmitted power was measured directly between two gain horns, as illustrated in Figure 3.15. The rexolite dielectric lens of Section 3.4.2 was used to produce a beam waist at the mirror, and, for the Al₂O₃ mirrors, a fused silica plate of 0.64 cm thickness formed an antireflection (AR) coating at the surface of the ceramic. Even with the glass AR coating, etalon effects between the lens and mirror and between the mirror and detection horn were noticeable; to further mitigate the problem, 2 sheets of absorbing foam (Eccosorb LS-16, attenuation -4dB per sheet) were introduced between each pair of surfaces, and the mirror was translated several centimeters along the beam axis to enable averaging over any
Aperture arrays with sufficiently low transmission coefficients \( a_{\text{coup}} \leq 5 \times 10^{-3} \) were most conveniently measured using a setup similar to that shown in Figure 3.5.1. In this case, however, the cavity was excited by the scalar feed horn with squashed-plate polarizer, and a 0.63 cm fused silica plate was again placed between horn and mirror to form an AR coating for the ceramic mirrors. Because the squashed-plate polarizer acts as a quarter wave plate, power reflected through the cavity must make two additional passes through the horn before returning to the waveguide transition with the appropriate polarization. This meant that line-widths observed in reflection tended to be lower than those seen in transmission (presumably due to the increased ohmic loss in the horn), and the latter were used to calculate the total cavity Q value when the two were significantly different. Before any set of transmission measurements was taken, the intrinsic cavity line-width was measured using a mirror with very low coupling to establish \( \Sigma \alpha_{\text{int}} \). (The typical dimensions of the minimal-coupling array were aperture diameter \( 2a = 0.10 \) cm and spacing \( d = 1.02 \) cm. Further decreasing the coupling by using smaller or more widely spaced apertures reduced the transmission signal, but had no effect on the cavity line-width.) The coupling parameter of each mirror could then be extracted from the associated Q value as

\[
a_{\text{coup}} = 2\pi q \left( \frac{1}{Q} - \frac{1}{Q_0} \right),
\]

for \( Q_0 \) the minimum coupling quality factor. One drawback of this approach is that \( Q_0 \) is generally only reproducible to within a few percent of its nominal value for a given cavity geometry (ie. length and mirror angle alignment), probably due to mechanical instabilities in the cavity and/or in the coaxial cables that carry power from the source and to the detector. This means that the lower limit on coupling coefficients that can be reliably measured is roughly \( \alpha_{\text{coup,min}} \geq \Sigma \alpha_{\text{int}} \sim 10^{-4} \).

One additional issue with these measurements was the at times surprisingly strong dependence of the cavity line-width on small changes in the resonant frequency. For some coupling mirrors and cavity geometries, tuning the cavity length so as to move the resonant frequency by \( \sim 20 \) MHz could cause the observed Q to change (repeatably) by as much as 30%. It is unclear what causes this strong frequency dependence; the most likely explanation would seem to be coincidental degeneracy of some high order transverse mode, although sharp resonance features associated with the transmission properties of the subwavelength hole array may also be a possibility (see, eg.
Care was taken to perform all measurements for a given series of aperture arrays at the same resonance frequency, to within a a few MHz.

Figure 3.16 shows results from a series of aperture array transmission measurements, in which the aperture spacing was fixed at $d = 0.51$ cm and the aperture diameter was varied. The top panel shows a plot of the measured aperture array coupling parameter $\alpha_{coup}$ as a function of aperture diameter, for both PCB and Al$_2$O$_3$ mirrors. The data were taken at longitudinal mode number $q = 20$ for a resonant frequency of $18.080 \pm 0.003$ GHz. As expected from Equation 3.30, the coupling varies as the sixth power of the diameter. The difference in slopes is the result of the finite refractive index of the ceramic substrates. The bottom panel shows the coupling parameter and fractional power transmission (the latter measured in reflection) for a series of Al$_2$O$_3$ aperture arrays, at the same mode number and frequency. Note in particular the points at aperture diameter $2a = 0.14$ cm. This mirror shows coupling $\alpha_{coup} = 1.60 \times 10^{-3}$ and fractional power transmission $\sim 0.94$, which is sufficient to satisfy our design requirements. There is, however, one noteworthy caveat: while this aperture array could be used to fabricate a cavity with an Al$_2$O$_3$ mirror substrate, the refractive index of BeO is significantly different and would likely result in somewhat different coupling. Some effort was made to determine the dependence of $\alpha_{coup}$ on the refractive index of the substrate by fabricating fused silica mirrors ($e_r = 3.92$ at 18.1 GHz, as measured using the method of [132]). Unfortunately, only two such mirrors were made, and their transmission characteristics (summarized in the table below for longitudinal mode number $q = 20$ at a resonant frequency of $18.080 \pm 0.003$ GHz) were almost the same. If anything, the coupling for the smaller aperture size seems to be larger, suggesting some uncontrolled parameter or error in fabrication.

<table>
<thead>
<tr>
<th>Fused Quartz Mirror Transmission Properties at $f = 18.080$ GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Fused Quartz #1</td>
</tr>
<tr>
<td>Fused Quartz #2</td>
</tr>
</tbody>
</table>

Clearly, before attempting to fabricate the final BeO mirror substrate for the 2 kW resonator, it would be desirable to repeat the measurements of Figure 3.16 with several substrates of a different refractive index. This would ideally be BeO, of course, but it may still be possible to extract the desired dependence of $\alpha_{coup}$ on $e_r$ with fused silica; the latter material has the advantage of being
Figure 3.16: Aperture array transmission data. The top panel shows measured coupling parameter as a function of aperture diameter; the expected $a^6$ dependence is evident. The slope of each line is determined by the dielectric constant of the substrate. In the bottom panel, coupling parameter $\alpha_{\text{coup}}$ and power transmission coefficient $T$ are plotted against aperture diameter for an $\text{Al}_2\text{O}_3$ substrate. The points at aperture diameter $2a = 0.14\text{cm}$ has $\alpha_{\text{coup}} = 1.60 \times 10^{-3}$ and $T \sim 0.94$, which meets our design requirements.
less expensive and much easier to work with. In the meantime, the measurements made for \( \text{Al}_2\text{O}_3 \) mirrors should be sufficient to allow the construction of a low-powered (~100 W) microwave trap for use with slow SrF molecular beams.

### 3.6 Thermal Considerations

Providing adequate heat dissipation is an important consideration in the design of the microwave trap. As pointed out in Section 3.5.1, resistive losses in the copper mirrors are expected to be by far the dominant form of line-broadening in the cavity. Almost all of the nominal ~2 kW input power, then, will ultimately go into ohmic heating of the mirrors. This power must be rapidly dissipated to prevent an excessive increase in mirror temperature, both to avoid outgassing in the UHV environment, and to ensure that the cavity Q is not compromised due to elevated resistance of the copper. Water cooling is therefore a necessary element of the trap design.

The situation is further complicated by the fact that the input coupling scheme investigated in Section 3.5.3 requires the diameter of the apertures in the array be less than the thickness of the mirror, \( 2a \leq t_{\text{Cu}} \); increasing the thickness of the copper beyond this value will result in exponential attenuation of the transmission. This restricts the mirror thickness to \( t_{\text{Cu}} \leq 1 \text{mm} \). Furthermore, the coupling aperture array must be unobstructed to allow the input power to reach the trap, precluding the attachment of water-cooling pipes anywhere except at the edges of the coupling mirror. Unfortunately, it is not possible to efficiently dissipate ~1 kW of heat through a 1 mm thick copper sheet at a distance of ~10 cm without developing unacceptably high temperatures at the mirror center.

It was therefore decided to mount the coupling mirror onto a slab of thermally-conductive ceramic (which should still be transparent to the incoming microwaves) in order to carry away the heat. Several such ceramic materials of varying dielectric constant \( \varepsilon_r \) and bulk thermal conductivity \( \kappa \) were considered, including Aluminum Oxide [\( \text{Al}_2\text{O}_3 \), \( \varepsilon_r = 9.8, \kappa = 31 \text{W/(K m)} \) for AM998 grade from Stratamet], Aluminum Nitride [\( \text{AlN} \), \( \varepsilon_r = 8.7, \kappa = 180 \text{W/(K m)} \) for sintered Ceralloy 1370DP from Ceradyne], and Beryllium Oxide [\( \text{BeO} \), \( \varepsilon_r = 6.67, \kappa = 285 \text{W/(K m)} \) for isostatically-pressed

---

5It should be noted in passing that the minimum thickness of the mirror is set by the skin depth of copper at a frequency of \( f = 18.1 \text{ GHz} \), \( \delta = \sqrt{\frac{2}{\pi f \sigma}} = 0.49 \mu\text{m} \), where \( \sigma = 5.813 \times 10^7 \text{ S/m} \) is the conductivity of copper [133]. We typically use a lower limit of \( t_{\text{Cu}} \geq 10 \mu\text{m} \) to ensure that no power is transmitted in the absence of coupling apertures.
Thermalox 995 from Brush-Wellman. Alumina is comparatively inexpensive and therefore useful for lower-power prototypes, but its thermal conductivity is insufficient for use in the 2kW cavity. Conversely, Beryllia is obviously the best material from the point of view of thermal conductivity, but is also the most expensive and is difficult to work with due to its toxicity when inhaled. The thermal properties of Aluminum Nitride are also sufficient, but it is potentially even more costly than Beryllia for substrates of the size we require. None of the three ceramics has a clear advantage in terms of the matching of its thermal expansion coefficient to that of copper. (The room-temperature expansion coefficient for copper is $a_{Cu} \sim 16 \times 10^{-6}/K$, whereas the ceramics have $a_{Al_2O_3} \sim 7.9 \times 10^{-6}/K$, $a_{BeO} \sim 9.0 \times 10^{-6}/K$, and $a_{AlN} \sim 6.2 \times 10^{-6}/K$.) According to these criteria, it was determined that the substrate for the final cavity coupling mirror should be made from BeO; prototypes and a possible low-power cavity mirror for use with our SrF beam (see Chapter 4) are fabricated using Al$_2$O$_3$.

Note that cooling of the curved mirror is considerably simpler, since there is no requirement for coupling microwave power through it over a large surface area. (The output coupling aperture on the cavity axis is only ~0.4 cm in diameter.) It can therefore be made entirely from copper, which simplifies the machining of the curved surface considerably, and can have water cooling pipes brazed directly to its back face. The short thermal path length to the cooled surface guarantees a temperature increase of no more than a few °C.

3.6.1 Temperature Distribution Calculations

The maximum temperature of the input coupling mirror can be determined by solving the heat equation in three dimensions. Due to the cylindrical symmetry of the heating by the Gaussian cavity mode, an analytical solution is most easily obtained for a mirror of circular cross section, where the radial solutions are Bessel functions. Specifically, one can solve Laplace’s equation for the temperature $u(r, \theta, z)$ over the mirror volume:

$$\frac{1}{r} \partial_r (r \partial_r u) + \frac{1}{r^2} \partial_\theta^2 u + \partial_z^2 u = 0$$  \hspace{1cm} (3.31)

The solution is subject to the boundary conditions $u(r = R, \theta, z) = T_0$, together with $\partial_\theta u|_{\theta = 0} = a(r)$ and $\partial_z u|_{z = L} = 0$. Here, $R$ is the mirror radius, $T_0$ is the fixed temperature of the water cooling lines wrapped around the lateral surface, $L$ is the thickness of the ceramic substrate, and $a(r) =$
\( \frac{2p_{\text{g}}}{\kappa T_0} \exp(-2 \frac{r^2}{a^2}) \) is the spatial distribution of the heating due to the Gaussian cavity mode. (Note that this formulation does not account for possible discontinuities at the ceramic-metal interfaces on the front and lateral surfaces of the mirror. These lead to finite temperature steps at the boundaries, as described in Section 3.6.2.) The problem can be broken up into two separate parts, each with one inhomogeneous boundary condition, which can then be solved by separation of variables and summed to give the final temperature distribution. This is a standard procedure described in many textbooks [134] and is not reproduced here. Calculations were performed for mirrors of various thicknesses and radii; results for the maximum temperature at the center of a \( l = 2.5 \) cm thick mirror for each ceramic are summarized in the table below.

<table>
<thead>
<tr>
<th>Mirror Radius</th>
<th>( \text{Al}_2\text{O}_3 ) ([\kappa = 31 \text{W/(K m)}])</th>
<th>( \text{AlN} ) ([\kappa = 180 \text{W/(K m)}])</th>
<th>( \text{BeO} ) ([\kappa = 285 \text{W/(K m)}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R = 10.0 ) cm</td>
<td>537.2 °C</td>
<td>109.1 °C</td>
<td>76.3 °C</td>
</tr>
<tr>
<td>( R = 14.1 ) cm</td>
<td>607.2 °C</td>
<td>121.1 °C</td>
<td>83.9 °C</td>
</tr>
</tbody>
</table>

Note that the mirror substrate for the final cavity design is a square of side length 20 cm; the actual maximum temperature should be somewhere between those calculated for round substrates of \( R = 10 \) cm and \( R = 10 \sqrt{2} \text{cm} = 14.1 \) cm shown above.

A series of numerical temperature distribution calculations were also performed for several more complicated geometries during the design process, using the finite element package FEMLAB and a relaxation-type algorithm written in C. Figure 3.17 shows a the output of a FEMLAB calculation for a BeO substrate of 2.5 cm thickness. The maximum temperature of 77.3°C matches well with the results of the analytical calculation above.

### 3.6.2 Ceramic Metallization and Thermal Contact Conductivity

Fabrication of the microwave cavity input coupler requires metallization of the main \( 20 \text{ cm} \times 20 \text{ cm} \) mirror surface of the ceramic substrate, as well as the four lateral \( 20 \text{ cm} \times 2.5 \text{ cm} \) surfaces that are to be water-cooled. The ceramic-metal bond should be both thermally conductive and robust against thermal cycling, and a number of standard metallization techniques were considered. The bonding technology of choice for many high power microwave applications is known as Direct-Bond Copper (DBC) [135]. It involves the formation of a eutectic bond between the ceramic substrate and copper.
oxide at 1070°C, and generally results in very high thermal conductivity between the metal and substrate. Unfortunately, it was determined through conversations with engineers at companies specializing in the metallization of BeO (notably Stellar Industries and Zentrix) that DBC is not a viable approach for our design. The problem arises due to the narrow range of temperatures over which the eutectic can form (1065°C-1083°C [136]); vendors are typically equipped to metallize substrates on the order of ~10 cm x 10 cm x 0.1 cm, and are unable to obtain sufficient temperature uniformity for an object with the large thermal mass and physical size of our mirror. Other standard metallization techniques include thick film coatings, high temperature refractory-metal deposition, and direct vapor deposition of copper over a thin refractory adhesion layer (for matching to the ceramic lattice). Thick films generally involve the formation of a glassy layer of poor thermal conductivity and were not considered. Both vapor deposition techniques, however, were seen as potentially viable.

Imperfect lattice-matching across a ceramic-metal bond leads to a reduction in heat flow, which is often described in terms of a finite "thermal contact conductivity". Practically, this results in a discontinuity in the temperature distribution at the interface between the two materials. In order to measure the contact conductivities associated with the available bonding technologies, a number of
5 cm x 5 cm x 0.58 cm BeO test substrates were purchased from Brush-Wellman, and metallized in various ways. In particular, we obtained a 1μm thick refractory molybdenum-manganese (Mo-Mn) coating and a 1μm refractory molybdenum-tungsten (Mo-W) test part (both from Omley Industries), as well as a series of parts with 1μm copper vapor-deposited over a 500Å tungsten adhesion layer, with the copper thickness then increased to 10μm by electroplating (4 parts total, all fabricated by Thinfilms, Inc.). The Mo-Mn metallization was not successful due to the inability of the metal to properly wet the ceramic surface; the other coatings appeared fairly homogenous and were without obvious blisters or voids.

![Diagram of setup for measuring thermal contact conductivities of metal-ceramic bonds.](image)

Figure 3.18: Setup for measuring thermal contact conductivities of metal-ceramic bonds.

After some trial and error, it was determined that the setup shown in Figure 3.18 provided a fairly repeatable method for thermal contact conductivity measurements. (For similar experiments, see [137] [138].) A temperature gradient was applied across the ceramic-metal interface of interest via two copper transfer plates. The 7.5 cm x 7.5 cm x 1.9 cm top plate was heated with three resistive cartridge heaters (Omega Engineering CSH-302400/120V), each of which can provide up to 400 W of power. Heat was extracted from the 12.5 cm x 12.5 cm x 0.48 cm bottom plate with a series of 1/4”
copper tubes, through which 13°C chilled water was flowed continuously. The metallized upper surface of the substrate was electrically insulated from the top plate with a 25µm layer of kapton film. The entire assembly was clamped together with steel 8-32 screws\(^6\), and wrapped in several layers of fiberglass insulation. A thin coat of silver-loaded thermal paste (Arctic Silver 5) was applied to the bottom surface of the ceramic, the temperature (T\(_2\)) of which was monitored with a glass bead type thermistor (Omega Engineering 1PT100KN1510-RTD). In order to determine the temperature drop across the metal-ceramic interface, the temperature of the bonded copper layer (T\(_1\)) was found by measuring its resistance. A four-terminal measurement was made, in which a known DC current was applied using a 5V supply and a 2.5Ω series resistor. The resulting voltage across the copper layer was read using a low-noise pre-amp (SRS model SR560) with a 1 Hz low-pass filter, and the resistance was used to determine the temperature of the metal. Because the current distribution over the surface was not uniform, it was necessary to calibrate the observed resistance as a function of temperature before using it to make the thermal conductivity measurement. (It varied linearly, but the effective cross-sectional area of the conductor was not known \textit{a priori}). Comparing the temperatures in the metal film and at the bottom of the substrate for a known heat flow rate gives the contact resistance associated with the metal-ceramic bond:

\[
T_1 - T_2 = \left( \frac{1}{\kappa_{\text{surf}}} + \frac{L}{\kappa_{\text{BeO}}} \right) \frac{Q}{A} \tag{3.32}
\]

where \(L = 0.58 \text{ cm}\) is the thickness of the substrate, \(A = 5.3 \text{ cm} \times 5.3 \text{ cm}\) is its area, and \(\kappa_{\text{BeO}} = 285 \text{ W/(K m)}\) is its bulk thermal conductivity. Figure 3.19 shows the measured temperature difference across the substrate and bond for the vapor-deposited copper layer, \(\Delta T = T_1 - T_2\), at heat flow rates \(\dot{Q}\) between 40 W and 1200 W. A linear fit gives the slope \(\left( \frac{1}{\kappa_{\text{surf}}} + \frac{L}{\kappa_{\text{BeO}}} \right) = 0.0115 \pm 0.0004 \text{ W/K}\). (Note that the last three data points, for \(\dot{Q} \gtrsim 800 \text{ W}\), deviate significantly from the expected linear behavior, presumably due to imperfect thermal isolation of the system at high temperatures. These points are therefore excluded from the fit.) Subtracting the known thermal conductance of the substrate yields a final measured thermal contact conductivity of \(\kappa_{\text{surf}}^{\text{Cu}} \approx 8.8 \times 10^4 \text{ W/(Km)}^2\) for the vapor-deposited / electroplated copper. A similar measurement for the Mo-W coating (not shown) gives

\(^6\)Note that the steel screws are not included in the thermal conductivity calculation of equation 3.32. Even assuming perfect thermal contact between the screws and the copper, and taking a high estimate for the bulk conductivity of steel, \(\kappa_{\text{steel}} \approx 43 \text{ W/Km}\), the resulting conductance through the screws is \(4 \times \frac{1}{\kappa_{\text{steel}}} \frac{L}{\text{diameter}} = 0.8 \text{ W/K}\), for \(\text{diameter} = 6 \text{ mm}\) the screw diameter and \(L = 0.58 \text{ cm}\) the thermal path length. This is a factor of 100 lower than the conductance through the sample, \(\sim 87 \text{ W/K}\), equal to one over slope of the fit in Figure 3.19.
The former bonding process is therefore clearly the superior choice for both the reflective surface and the water-cooling braze joints on the lateral surfaces of the cavity mirror. For \( Q = 1\, \text{kW} \) of heat flow, the measured contact conductivity for the copper-ceramic bond gives rise to a temperature step of \( \Delta T_{\text{bond}} \sim 8^\circ \text{C} \) across the boundary, which should be acceptable for our design.

\[
\kappa_{\text{surf}} = 8.3 \times 10^3 \text{W/(Km}^2) \text{). The former bonding process is therefore clearly the superior choice for both the reflective surface and the water-cooling braze joints on the lateral surfaces of the cavity mirror. For } Q = 1\, \text{kW} \text{ of heat flow, the measured contact conductivity for the copper-ceramic bond gives rise to a temperature step of } \Delta T_{\text{bond}} \sim 8^\circ \text{C across the boundary, which should be acceptable for our design.}
\]

**Figure 3.19:** Measured thermal contact conductivity of the BeO - copper bond for the vapor-deposited substrate. A linear fit to the data gives the slope \( \left( \frac{1}{\kappa_{\text{surf}}} + \frac{1}{\kappa_{\text{BeO}}} \right) = 0.0115 \pm 0.0004 \, \text{W/K}. \) The points at \( Q \gtrsim 800 \, \text{W} \) deviate from a straight line due to imperfect thermal isolation, and are not included in the fit. Multiplying by the area \( A = (5.3\, \text{cm})^2 \) and subtracting the known conductance of the substrate, \( \frac{1}{\kappa_{\text{BeO}}} = 2.03 \times 10^{-5} \, \text{Km}^2/\text{W} \) gives a the surface contact resistance of the bond, \( \frac{1}{\kappa_{\text{surf}}} = 1.14 \times 10^{-3} \, \text{Km}^2/\text{W}. \)

### 3.6.3 Solder Selection

The input mirror will be cooled by flowing water through channels in a set of rectangular copper blocks affixed to its edges. The blocks are to be connected via 1/2" VCR fittings and flexible bellows to an external chilled water circulator. They must be attached to the metallized lateral surfaces
of the mirror substrate in such a way as to maximize thermal conductivity. This is probably best achieved by vacuum brazing, which has the attractive feature of not requiring solder flux that might contaminate the UHV environment of the molecule trapping experiment if not properly cleaned. Some consideration has been given to the choice of an appropriate solder for the brazing process, such that the following conditions are satisfied: (i) the vapor pressure of all constituents of the solder should be low ($\leq 10^{-9}$ Torr) at temperatures up to $\sim 200^\circ$C for UHV bake-out; (ii) it should not contain lead which, when heated, tends to form porous brazes that can trap water and are bad for vacuum; and (iii) its melting temperature should be low enough that copper does not delaminate from the surface of the substrate upon heating. We have tested a number of different solders by attempting to braze small copper blocks (generally about 4 cm x 1 cm x 1cm) to our copper-coated BeO substrates (described in section 3.6.2) in a vacuum furnace. It was found empirically that the substrates can be thermally cycled up to about $\sim 200^\circ$C without differential-expansion induced delamination, as long as the heating and cooling are sufficiently slow (~6 hours in each direction). The solder we ultimately selected is a 60% Sn - 40% Bi mixture (Alloy 281-338 from Indium Corporation of America), with a liquidus temperature of 170$^\circ$C. This solder satisfies the criteria listed above, and forms a strong mechanical bond between the copper bar and the test substrate.
Chapter 4

Investigation of Laser Cooling in SrF

4.1 Motivation: Slowing Hydrodynamic Beams

The brightness of hydrodynamic buffer gas beam sources makes them very attractive in a variety of applications. For loading the microwave trap, however, the high forward kinetic energy of the hydrodynamically-boosted molecules renders the source effectively unusable, unless a means can be found for efficiently slowing them. We have considered several possible approaches to this problem, including beam slowing using a "two-stage" aperture or secondary buffer gas cell [74], billiard-like collisions between crossed molecular beams [139], and continuous deceleration by adiabatic population transfer in a spatially modulated electric field [140]. Unfortunately, none of the techniques investigated combines the efficiency and ease of implementation needed to justify changing from an effusive source.

Rather surprisingly, one plausible method of hydrodynamic beam deceleration appears to be the extension of atomic laser-cooling techniques to diatomic molecules that possess favorable level structure for establishing a so-called "quasi-cycling" set of transitions. This approach obviously lacks the generality of the others mentioned above; nevertheless, it is in principle applicable to a fairly wide range of molecular species (including ground state TiO, TiS, CaF, BaF, and SrF, as well as metastable FeC, ZrO, HfO, ThO and SeO [41], and a range of hydrides [24]) with quite different properties than the heteronuclear bialkalis, which are the only other current candidates for cooling to quantum degeneracy. This chapter describes work we have done to demonstrate the existence
of a set of quasi-cycling transitions in strontium fluoride (SrF).

4.2 Quasi-cycling Transitions in SrF

It has been recognized for some time that there exists a class of molecules which could, in principle, be amenable to laser cooling. In order to scatter enough photons to obtain appreciable phase-space compression, it is necessary to find a species that undergoes decays to undesired vibrational and rotational sublevels relatively infrequently. Practically, the key requirement is that the molecular vibrational potential curves for the ground and lowest excited electronic states should be very similar to each other as a function of internuclear distance. This gives rise to vibrational wavefunctions with significant overlap in the two electronic manifolds, and hence to highly diagonal Franck-Condon matrices. Molecules excited from $|X, v = 0\rangle$ to $|A, v' = 0\rangle$ then decay with high probability $P_{0,0}$ back to the vibrational ground state, or with much lower likelihood $P_{0,1}$, $P_{0,2}$,... to the states $|X, v = 1\rangle$, $|X, v = 2\rangle$,..., etc. For a typical molecule of interest with a mass $m \sim 100$ amu and an initial velocity $v \sim 200$ m/s in a hydrodynamic buffer gas beam, the number of photon scattering events required to bring it close to rest is $N_{\text{scatt}} = \frac{m v^2}{2} \sim 5 \times 10^4$, assuming an optical transition at $\lambda = 1 \mu$m. The number of vibrational repump lasers needed to scatter this many photons is then given by the lowest $n$ such that $1/\left(1 - \sum_{k=1}^{n} P_{0,k}\right) \geq N_{\text{scatt}}$. For example, if the molecule of interest had $P_{0,0} = 0.9$ and $P_{0,j+1}/P_{0,j} = 0.1$ for all other $v$, then a total of five lasers (tuned to $|A, v' = 0\rangle \leftrightarrow |X, v\rangle$ for $v = 1...5$) would be required. This is obviously technically challenging, but feasible in principle. It is interesting, by comparison, to note that producing ultracold polar bialkali molecules typically requires 6 or more lasers.

In addition to repumping vibrational decays, it is also necessary to create a closed cycle for rotational states. It was recently pointed out by Jun Ye and coworkers[141], however, that this is easily accomplished by choosing a ground state with $J = 1$ and exciting to $J' = 0$. Then, due to angular momentum and parity selection rules, the only possible decays are back to the starting rotational level. Furthermore, it is important to consider the possibility of metastable electronic states to which the excited molecules could potentially decay to disrupt the cycle. An example of this is the $A^2\Delta$ state in BaF [142] that lies beneath the $A^2\Pi$ state and decays only very slowly to the $X^2\Sigma$; this effectively doubles the number of repump lasers required and makes BaF a considerably less
attractive test species than it would be otherwise. Finally, because of the large number of photons that must be scattered to produce an appreciable momentum change in a molecule, it is useful to select a species with a relatively short excited state lifetime (preferably ≤10s of ns) to minimize the distance over which the cooling laser beams must be applied.

The test species we have considered that best satisfies the requirements outlined above is SrF. It has favorable Franck-Condon factors which should allow the necessary number of photons to be scattered with only 2 repump lasers, and all required optical transitions are at convenient wavelengths (i.e. accessible by diode lasers). The angular momentum structure of the ground state is tractable, and the excited state has a lifetime of ~24ns [143], allowing many photons to be scattered over a relatively short distance. The following sections describe calculations and measurements performed to demonstrate the suitability of SrF for laser cooling.

4.2.1 Vibrational Structure

Franck-Condon factors have been calculated numerically for the X-A band of vibrational transitions in SrF to verify its suitability as a candidate for laser cooling. The internuclear potentials for each electronic state were approximated by Morse potentials\footnote{We have chosen Morse potentials due to the limited available spectroscopic data on vibrational states of SrF, particularly in the $A^2\Pi$ electronic manifold. While it is, in principle, possible to use more accurate potential functions that incorporate higher order Dunham coefficients, the Morse potential is expected to suffice for the low-lying vibrational states of interest here. Empirically, Franck-Condon calculations performed for BaF using RKR potentials (see [144] and references contained therein) differed by less than 0.01 overall for $\nu < 5$.} [145] of the form

$$U(r) = D_e(1 - e^{\beta(r-r_e)})^2$$

(4.1)

where $r_e$ is the mean internuclear separation and $D_e$ the dissociation energy. Molecular constants obtained from references [146] and [145] for the $X^2\Sigma$ and $A^2\Pi$ states are as follows:

<table>
<thead>
<tr>
<th></th>
<th>$T_e$ (cm$^{-1}$)</th>
<th>$B_e$ (cm$^{-1}$)</th>
<th>$\omega_e$ (cm$^{-1}$)</th>
<th>$\omega_e^2$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^2\Sigma$</td>
<td>0</td>
<td>0.2505346</td>
<td>501.96496</td>
<td>2.2046</td>
</tr>
<tr>
<td>$A^2\Pi$</td>
<td>15072.0872</td>
<td>0.25359</td>
<td>509.5406</td>
<td>2.2361</td>
</tr>
</tbody>
</table>

These are related to the Morse parameters according to $D_e = \frac{\hbar^2}{4 \mu \omega_e^2}$, $\beta_e = \left( \frac{\mu \omega_e^2}{\hbar} \right)^{1/2}$, and $r_e = \left( \frac{\hbar}{4 \pi \mu c^2} \right)^{1/2}$. (Here, $c$ is the speed of light and $\mu$ is the reduced mass of SrF.) The vibrational wavefunctions were calculated using a two-step symplectic integrator [147]. The Franck-Condon factors
Figure 4.1: Calculated Franck-Condon factors and transition wavelengths for the X-A band in SrF. The resulting branching ratios suggest that it should be possible to scatter nearly $10^5$ photons using only three lasers. Solid black arrows indicate transitions induced by the pump and repump beams; wavy arrows depict possible spontaneous emission processes and their respective branching ratios. Note that the required excitation wavelengths (663.3nm, 686.0nm, and 685.4nm) can all be produced with inexpensive diode lasers.
obtained by numerically evaluating the resulting wavefunction overlap integrals are summarized below:

<table>
<thead>
<tr>
<th>v'</th>
<th>X(v'=0)</th>
<th>X(v'=1)</th>
<th>X(v'=2)</th>
<th>X(v'=3)</th>
<th>X(v'=4)</th>
<th>X(v'=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.982</td>
<td>0.0182</td>
<td>3.05 x 10^{-5}</td>
<td>3.12 x 10^{-8}</td>
<td>1.33 x 10^{-11}</td>
<td>6.97 x 10^{-14}</td>
</tr>
<tr>
<td>1</td>
<td>0.0178</td>
<td>0.946</td>
<td>0.0360</td>
<td>8.97 x 10^{-5}</td>
<td>1.29 x 10^{-7}</td>
<td>7.78 x 10^{-11}</td>
</tr>
<tr>
<td>2</td>
<td>4.01 x 10^{-4}</td>
<td>0.0345</td>
<td>0.911</td>
<td>0.0534</td>
<td>1.76 x 10^{-4}</td>
<td>3.34 x 10^{-7}</td>
</tr>
<tr>
<td>3</td>
<td>1.05 x 10^{-5}</td>
<td>0.00117</td>
<td>0.0501</td>
<td>0.878</td>
<td>0.0704</td>
<td>2.87 x 10^{-4}</td>
</tr>
<tr>
<td>4</td>
<td>3.13 x 10^{-7}</td>
<td>4.12 x 10^{-5}</td>
<td>0.00227</td>
<td>0.0646</td>
<td>0.846</td>
<td>0.0870</td>
</tr>
<tr>
<td>5</td>
<td>1.03 x 10^{-8}</td>
<td>1.54 x 10^{-6}</td>
<td>1.00 x 10^{-4}</td>
<td>0.00368</td>
<td>0.0780</td>
<td>0.814</td>
</tr>
</tbody>
</table>

These results suggest that three lasers should be sufficient to scatter nearly ~ 10^5 photons and thus to cool SrF to the Doppler limit. Our repumping scheme, along with the relevant Franck-Condon factors and optical wavelengths calculated from the spectroscopic constants given above, is outlined in Figure 4.1. The required wavelengths for the main pump, \( \lambda_{00} = 663.3 \) nm, and the two repump beams \( \lambda_{10} = 686.0 \) nm and \( \lambda_{21} = 685.4 \) nm, are all conveniently accessible with diode lasers. Note that we have elected to repump \( |X, v = 2\rangle \) to \( |A, v = 1\rangle \), instead of to \( |A, v = 0\rangle \) directly, because the latter transition at 710.0 nm is more difficult to reach with current diode technology; this still returns the molecule to the cooling cycle with high probability.

### 4.2.2 Rotational and Hyperfine Structure

One potential complication in the re-pumping scheme for SrF arises from the existence of resolved hyperfine structure due to the unpaired spin of \(^{19}\text{F}\). For the \( X^2 \Sigma \) electronic ground state, the projection of the electron orbital angular momentum on the internuclear axis is zero and spin-rotation interactions become dominant; this situation is best described using the Hund’s case (b) basis [145]. The effective angular momentum Hamiltonian is given by [148]

\[
H = B \mathbf{N}^2 + \gamma \mathbf{N} \cdot \mathbf{S} + H_{hfs}, \quad \text{for} \quad H_{hfs} = b \mathbf{I} \cdot \mathbf{S} + c (\mathbf{I} \cdot \hat{z})(\mathbf{S} \cdot \hat{z}) + C_I \mathbf{I} \cdot \mathbf{N} \quad (4.2)
\]

The spin-rotation and hyperfine interaction parameters for the \( v = 0 \) state were measured in reference [149] using laser-rf double resonance spectroscopy, and are given by \( \gamma = 74.79485 \) MHz, \( b = 97.0834 \) MHz, \( c = 30.268 \) MHz, and \( C_I = 0.00230 \) MHz. The Hamiltonian matrix is block-diagonal in
the Hund’s case (b) basis \(|(N, S = 1/2, I = 1/2, F, m_F)\rangle\), with the term that couples electron spin and nuclear spin via the internuclear axis (parameterized by \(c\)) causing mixing between the \(J = (N \pm 1/2)\) states for \(F = N\) [150]. It can be diagonalized analytically [151] to give the following energies \(E_{N,J,F}\):

\[
E_{N,N+1/2,N+1} = \frac{\gamma + C_I}{2} \times (N + 1) + \frac{b}{4} + \frac{c}{4(2N + 3)} \\\nE_{N,N+1/2,N} = -\frac{\gamma + C_I + b}{4} + \frac{1}{4}(2N + 1)^2(\gamma - C_I)^2 - 2(\gamma + C_I)(2b + c) + (2b + c)^2 + 4C_I)^{1/2} \\\nE_{N,N-1/2,N} = -\frac{\gamma + C_I + b}{4} - \frac{1}{4}(2N + 1)^2(\gamma - C_I)^2 - 2(\gamma + C_I)(2b + c) + (2b + c)^2 + 4C_I)^{1/2} \\\nE_{N,N-1,2,N-1} = -\frac{\gamma + C_I}{2} \times (N + 1) + \frac{b}{4} - \frac{c}{4(2N - 1)}
\]

(4.3)

A level diagram showing frequency splittings for the two lowest rotational states is given in figure 4.2.2. By exciting transitions from the odd-parity \(|X^2\Sigma^+, N = 1\rangle\) ground states to the even-parity \(|A^2\Pi_{1/2}, J = 1/2\rangle\), it is guaranteed that all decays will be back to the same initial rotational level. This is due to the fact that the \(|X^2\Sigma^+, N = 2\rangle\) states are even parity, and transitions to all higher \(N\) states are forbidden by angular momentum selection rules. Hyperfine mixing between the \(|X^2\Sigma^+, N = 1, F = 2\rangle\) and the \(|X^2\Sigma^+, N = 3, F = 2\rangle\) states could, in principle lead to decays outside of the cycling states, but this mixing is expected to be of order \(- \left(\frac{\lambda_{HFS}}{10^6}\right)^2 = \left(\frac{200\text{MHz}}{\text{GHz}}\right)^2 = 7 \times 10^{-6}\); likewise hyperfine mixing in the excited state A-doublet between \(|A^2\Pi_{1/2}, J = 1/2, F = 1^n\rangle\) and \(|A^2\Pi_{1/2}, J = 1/2, F = 1^\nu\rangle\) could lead to decays to \(|X^2\Sigma, N = 2, J = 3/2, F\rangle\), but the hyperfine splitting in the \(A^2\Pi\) state is unresolved, so the mixing must be less than \(- \left(\frac{\gamma_{A\Pi}}{\Delta_{A\Pi}}\right)^2 = \left(\frac{2\text{MHz}}{\text{GHz}}\right)^2 = 10^{-6}\), where \(\Delta_{A\Pi} = 7\text{GHz}\) is the excited state A-doublet splitting [152]. Similar estimates show that realistic stray electric fields of less than \(~5\text{V/cm}\) and our applied magnetic fields of \(~10\text{ gauss}\) give acceptably small mixing with states outside the cycling transition, for a dipole moment 3.5 Debye, and the ground electronic state magnetic moment of \(1\mu_B\) (with g-factors of order unity in the ground state, and zero in the excited electronic state).

Because the hyperfine splitting is unresolved in the \(|A^2\Pi_{1/2}, J = 1/2\rangle\) states, it is possible for decays to populate all four ground-state hyperfine levels. It is thus necessary to re-excite from each of them with a separate laser frequency. Fortunately, this task is simplified by a coincidence of
Figure 4.2: Rotational and hyperfine structure for the $|X, N = 0, 1 \rangle$ and $|A, J = 1/2 \rangle$ states of SrF. Splittings were calculated using the spectroscopic constants given in Section 4.2.2. Solid arrows denote transitions that must be excited in order to close the quasi-cycling transition. Note that the even parity of the $|X, N = 0 \rangle$ and $|X, N = 2 \rangle$ states precludes decays from the $|A, J = 1/2 \rangle$ states to lowest order.
the level structure which makes all four hyperfine states accessible to a single phase-modulation sideband spectrum. Recall that for modulation depth $M$ and angular frequency $\Omega$, the resulting signal is given by

$$e^{i(cot + M \sin \Omega t)} = e^{i\omega t} \sum_{n=-\infty}^{\infty} J_n(M)e^{i\Omega t}$$

(4.4)

It can be shown that for a modulation index $M = 2.6$ radians, the power in the first and second order sidebands (at frequencies $\pm \Omega$ and $\pm 2\Omega$ relative to the fundamental, respectively) is approximately equal and constitutes about 86% of the total power. Figure 4.2.2 depicts the sideband frequencies generated by phase-modulating the pump laser at this modulation depth ($M = 2.6$ radians), at a frequency of 41.4MHz, and shifting the fundamental by about -8MHz to the red of the $N = 1$ frequency from figure 4.2.2. This results in a spectrum for which the laser frequencies are detuned from each of the $|F = 3/2, M = 1\rangle$ and $|F = 1/2, M = 1\rangle$ hyperfine transitions by about ~1.5 natural linewidths ($\gamma_0 = 7$MHz), which is close to the optimal condition for laser cooling in atomic systems. The transition from $|F = 1/2, M = 0\rangle$ in the figure is resonant and will not be efficiently cooled; however this state has the lowest multiplicity (one magnetic sublevel out of a total of 12) and is therefore sampled relatively infrequently by the cycling molecules.

4.2.3 REMIXING DARK STATES

One potential drawback of cycling on a $J \rightarrow J-1$ transition is the inevitability of optical pumping into dark Zeeman sublevels of the ground angular momentum state. In the simple case of a $J = 1 \rightarrow J = 0$ transition, for example, only one ground state sublevel is accessible to a fixed laser polarization, and the other two are dark. In their recent TiO laser cooling paper, Ye and coworkers [141] propose to solve the problem by utilizing the large Stark shifts associated with the $\Lambda$-doublet in the $3\Lambda_1$ ground state of that molecule, periodically applying a rapidly-switched electric field to non-adiabatically remix the dark sublevels. While SrF does not possess comparable doublet structure, it does have a large ground state magnetic moment ($1\mu_B$), opening the possibility of direct remixing using a magnetic field.

The use of a static magnetic field for the destabilization of dark states has been demonstrated in trapped ion systems [153]. A discussion of magnetic field remixing, along with the equivalent technique of remixing by laser polarization modulation, is found in a recent paper by Berkeland and
Figure 4.3: Sideband frequency distribution chosen to excite all four hyperfine levels. Spectral components of the laser are shown as red vertical lines; the molecular hyperfine transitions are depicted as Lorentzian lineshapes of full width $\gamma \approx \sqrt{2}\gamma_0 = 10\text{MHz}$, corresponding to a saturation parameter $I/I_{sat} = 1$. The vertical axis indicates the relative power in each sideband (normalized to 1). The amplitude of the hyperfine peaks is arbitrary. For the sideband parameters chosen (frequency $f = 41.4\text{MHz}$, modulation depth $M = 2.6$ radians), the detunings of each laser line relative to the nearest hyperfine transition were: $-9.2\text{MHz}$ for $|f| = 3/2, F = 2$), $-8.8\text{MHz}$ for $|f| = 3/2, F = 1$), $0\text{MHz}$ for $|f| = 1/2, F = 0$), and $-13.6\text{MHz}$ for $|f| = 1/2, F = 1$). Thus, for each transition except the one from $|f| = 1/2, F = 0$), the laser is red-detuned from the transition by $\delta \sim -1.5\gamma_0$, which should be favorable for laser cooling. The $|f| = 1/2, F = 1$) transition is resonant, and should be efficiently repumped without heating.
Boshier [154]. There, a density-matrix approach is used to calculate the steady-state spontaneous emission rate for several simple 2-level and 3-level systems, as a function of magnetic field strength and laser polarization (relative to the magnetic field axis). Our system, which includes a total of 16 magnetic sublevels and laser excitations at 4 separate frequencies, is significantly more complex to calculate. Nevertheless, the qualitative conclusions made by Berkeland and Boshier can be extended to the case of SrF. In particular, it is expected that the optimal magnetic-field strength for maximizing photon scattering rates is such as to produce a Zeeman shift δ ~ Ω/2, where Ω is the resonant Rabi frequency. If the magnetic field is much weaker than this, the induced precession out of dark sublevels will be unnecessarily slow; if it is much stronger, some sublevels will be tuned out of resonance with the laser field and the excitation rate will decrease. Furthermore, the numerical simulations show that, for a J = 1 → J = 0 transition, the excited state population is maximized for a laser polarized at an angle θ_{BE} = \arccos(1/\sqrt{3}) to the magnetic field. While the optimal angle will likely be different for a more complex set of transitions, it is clear that the polarization must have some component in the direction of the magnetic field, but must not be exactly parallel. (To see this, consider again the case of J = 1 → J = 0, for a magnetic field pointed in the z direction. If the laser is also polarized in z, then transitions can only be excited from the m_z = 0 state and m_z = ±1 remain dark. If the laser is polarized perpendicular to the magnetic field, say in x, then a rotating superposition of the m_z = ±1 states is bright, but the m_z = 0 state is always dark. Only if the polarization is such as to excite transitions from a superposition of all three Zeeman sublevels does the rotation destabilize all dark states.) Our setup for one-dimensional transverse cooling of a SrF beam therefore includes two independently-adjustable pairs of orthogonal magnetic field coils to allow for the optimization both of the strength of the remixing field and of its direction relative to the laser polarization.

4.3 Experimental Apparatus

A new molecular beam apparatus has been constructed for demonstrating quasi-cycling transitions in a hydrodynamic beam of SrF, as illustrated in the schematic of Figure 4.4. The source consists of a cubic helium buffer gas cell of side length 3 cm, held in thermal contact with the cold plate of a liquid helium cryostat. Molecules are introduced into the cell via ablation of a solid precursor using a pulsed Nd:YAG laser (Quantel Big Sky Ultra-50), with pulse energies of up to 50 mJ and
duration ~7 ns. The laser fires at a maximum repetition rate of 20 Hz, although it has been found empirically that ablating faster than 1 Hz results in a significant decrease (by a factor of ~2 or more) in the molecule yield.\footnote{The decrease in yield at even moderate ablation rates is rather surprising, and has not been observed for the ablation of other molecular targets including SrO, BaF, and ThO in similar geometries. Given the slow timescale involved, it is conjectured that the problem is due to some thermal process unique to our SrF targets, but no careful investigation has been performed to date.} The ablation beam is expanded to a diameter of ~1 cm using a telescope, then focused onto the target with an achromatic doublet lens of focal length $f = 30$ cm. The focusing lens is placed on a translating mount to adjust the focal plane and thereby maximize the ablation yield. The observed SrF signal is generally greatest when the ablation laser is focused tightly at the surface of the target and fired at the full 50 mJ pulse energy. The ablation target was prepared by pressing SrF powder into a disc of 13 mm diameter and 4 mm thickness, using a 9 ton hydraulic press. Helium buffer gas is supplied continuously to the cell via a mass flow controller (MKS model M100B00122CR1BV) at a typical rate of 5 - 30 sccm. Upon ablation, the SrF molecules become entrained in the helium flow and exit the cell through a 3 mm diameter aperture in the front face.

Outside the cell, the SrF beam is collimated slightly by a 6 mm diameter aperture in a charcoal-covered copper plate approximately 2.5 cm downstream; it then traverses a series of larger openings in the 4 K shield and 77 K shield to exit the cryostat. Background helium gas is pumped away by cryosorption due to the activated coconut charcoal (Spectrum Chemicals C1221) that covers the collimating plate and all other interior surfaces of the 4 K shield. The shield is constructed from plates of 1/8"-thick OFHC copper; its temperature is monitored with a diode thermometer and does not exceed ~4.5 K. (Note that one exception to this is the front face of the shield, which has charcoal on its exterior surface and hence a high emissivity. This face typically reaches ~7 K. The purpose of the charcoal here is to reduce the helium density in the volume immediately outside the cell.) Charcoal is affixed to the copper plates using silver-loaded epoxy (Arctic Silver Thermal Adhesive). The total surface area of charcoal is approximately 1000 cm$^2$. We have verified that it is possible to run for at least 5 hours (and possibly considerably longer) at a helium input rate of 30 sccm without saturating the charcoal cryopumps.

The room temperature vacuum chamber consists of a pair of KF-40 crosses, through which the beam passes to be optically manipulated and interrogated. Approximately 17.5 cm downstream from the buffer gas cell exit aperture, a second collimation slit has been placed to limit the transverse...
Figure 4.4: Schematic of the SrF molecular beam apparatus. Molecules are produced by ablation in a helium buffer gas cell and become entrained in hydrodynamic helium flow through the exit aperture. Excess background helium is pumped away by activated coconut charcoal cryosorbs. Optical access is provided for probe beams through the cell and through the beam inside the cryostat. The molecular beam is collimated at a distance of 17.5cm from the aperture to a Doppler width of $\Gamma_D \approx 10\text{MHz}$. Pump and repump beams can be used to induce quasi-cycling transitions in the molecules at a distance of 22.5cm from the aperture, and magnetic field coils are used to provide mixing of Zeeman sublevels. Fluorescence from the molecules is collected with a $f = 30\text{mm}$ achromatic doublet lens and detected by a photomultiplier. The molecules can then be probed and imaged again at a distance of 36cm from the aperture, using an intensified CCD camera.
Doppler velocity spread of the beam to roughly the natural linewidth of the X-A transition in SrF. The height of the slit was selected to ensure that all transmitted molecules traverse the ~2mm diameter laser beams. Molecules reach the center of the first cross at a distance of ~22.5 cm from the cell exit, where they interact with the 663.3nm pump and 686.0nm repump beams, tuned to the $|X, v = 0\rangle \rightarrow |A, v' = 0\rangle$ and $|X, v = 1\rangle \rightarrow |A, v' = 0\rangle$ transitions respectively. For most experiments, the optical beams are fully overlapped using a dichroic mirror. The second vibrational repump, when introduced into the apparatus, will be inserted here as well. Anti-reflection (AR) coated or Brewster-angled windows are used in order to reduce scatter, as well as to minimize optical power loss for beam deflection and transverse cooling measurements. Laser-induced fluorescence (LIF) from the molecules is collected by a $f = 30$mm, $d=25$mm achromatic doublet and transmitted through a 7/8” diameter acrylic light pipe to an overhead photomultiplier tube (PMT) (Hamamatsu R3896). The interior of the chamber has been lined with black antistatic foam to reduce scattered light backgrounds reaching the PMT; this is a significant issue because the diagonal FC-factors of SrF generally make it necessary to excite and detect fluorescence on the same optical transition. It has been determined empirically that outgassing from the foam is not sufficient to attenuate the molecular beam. Two pairs of field coils are wrapped around the exterior of the KF-40 tube to allow for magnetic remixing of the dark Zeeman sublevels. The horizontal coils (axis parallel to the molecular beam) consist of 28 turns each at a radius $r = 20$mm and separation $2z = 60$mm; the vertical coils have 26 turns each at $r = 30$mm and $2z = 75$mm. Both pairs of coils provide a relatively homogenous magnetic field of $B \sim 10$gauss at the intersection of the laser and molecular beams for an applied current $I = 3$A.

For state-depletion and radiative-force deflection measurements, it is desirable to probe the molecules some time after they have interacted with the main pump beams. This facility is provided by a second cross, centered at a point approximately 36cm downstream from the beam source. Probe light at 663.3nm (and in some cases also 686nm) intersects the molecular beam here, and the resulting fluorescence is imaged (1:1 imaging ratio) by a pair of $f = 40$mm, $d = 25$mm achromatic doublets onto the photocathode of an intensified CCD camera (Princeton Instruments PI-MAX2). The camera consists of a $1024 \times 1024$ array of 12.8μm square pixels, which provide information

\[^3\text{The full width of the slit (3 mm) plus that of the cell exit aperture (3 mm) limits the maximum angle to } \theta_{\text{max}} = 0.034 \text{ rad; for a mean forward velocity of } \sim 200 \text{ m/s, this ensures the maximum transverse velocity spread is } \Delta v \leq 6.9 \text{ m/s, corresponding to a FWHM Doppler width of } \Gamma_D/2\pi = 10.3 \text{ MHz. The natural linewidth of the transition is } \gamma_0/2\pi \sim 7 \text{ MHz.}\]
about both the net molecule flux and the spatial distribution of the beam. Finally, one additional AR-coated window is located on-axis at the end of the second cross to allow for the insertion a counter-propagating laser to probe the forward velocity of the beam. The entire room-temperature vacuum assembly is pumped with a 60L/s turbomolecular pump (Pfeiffer TMU071P) attached to the second cross to a pressure of \( \leq 10^{-6} \); this is found to be necessary for maximizing the detected molecular beam flux.

4.3.1 Cryostat and Vacuum Chamber

The SrF hydrodynamic beam experiments described in this chapter were all performed using a new cryogenic apparatus, based around an IR-Labs model HDL-5 liquid helium dewar. This cryostat was originally developed to serve as part of a new source for the BaF parity-violation experiment in the DeMille group, which is also expected to benefit significantly from a high-flux hydrodynamic beam. The helium (nitrogen) vessel has a volume of 1.2 \( \ell \) (0.8 \( \ell \)), and the total thermal mass of the cryostat is relatively small, allowing for cooldown times from room-temperature to 4K on the order of 2 hours. The warm-up time is also very fast, typically about 4-5 hours when \( \sim 100 \text{Torr} \) of He gas is admitted to facilitate convective heat transfer from the outer vacuum chamber walls. This has proven extremely advantageous for rapid prototyping of the beam geometry; the ability to break vacuum, make modifications, then cool down again and run every day (as compared to once or twice per week with the cryogenic apparatus described in Chapter 2) cannot be overstated. An isometric cutaway view of the cryostat is shown in Figure 4.5. The external vacuum chamber (not shown) consists of a single length of 8\( ^\prime \) outer diameter square aluminum tube, with top and bottom flanges attached by exterior welds. The helium gas fill line is made of thin-walled stainless steel tube, and is thermally anchored to both the 77K and 4K surfaces. Rectangular windows (4.5\( ^\prime \times 1\)) have been used on the exterior chamber, and afford considerable optical access for probing both inside the cell and in the molecular beam region. Matching rectangular apertures have been cut into both the 77K and 4K shields. The combination of helium gas flow and radiative heating via the windows give rise to a thermal load of approximately \( \sim 1 \text{ W} \), allowing for run-times on the order of an hour (for liquid \( ^4 \text{He} \) density \( \rho = 124.7 \text{ g/\ell} \) and latent heat of vaporization \( H = 20.75 \text{ J/g} \) \[80\], corresponding to a boil-off rate of 1.38 \( W^{-1}\text{hour}^{-1} \) before the helium vessel must be refilled.

\[4\]This cryostat was designed and assembled by Yale undergraduate Christopher Yale and graduate student Peter Orth. Full technical details can be found in [155].
Figure 4.5: Cryostat for SrF beam source. Figure modified from [155].
4.3.2 Laser Setup

A system of diode lasers has been assembled to demonstrate the quasi-cycling transition in SrF. The requirements for frequency stability and power are largely determined by the ultimate goal of performing laser cooling on the molecular beam, and are similar to those for comparable experiments in alkali atomic systems. The X-A electronic transition of interest has a natural linewidth of $\gamma_0 \approx 2\pi \times 7$ MHz; branching ratios associated with angular momentum matrix elements of different hyperfine transitions vary, but are typically on the order of $\beta_{R,R'} = |\langle A^2\Pi; J = 1/2, F, m_f | \mu \cdot E | X^2\Sigma; N = 1, F, m_F \rangle|^2 
\sim \frac{1}{4}$ to $\frac{1}{3}$, giving rise to a saturation intensity for each hyperfine transition of about $I_{sat} = \frac{\gamma_{eff}^2}{\Delta \nu^2}$ 
$\sim 10 \text{ mW/ cm}^2$. (Here, $\gamma_{eff} = \gamma_0 \beta_{R,R'} \beta_{V,V'}$ is the effective linewidth for a given hyperfine transition, where $\beta_{V,V'} \approx 1$ for diagonal vibronic matrix elements. The subscript $R$ is used as shorthand for angular momentum quantum numbers $N, J, F,$ and $m_F$.) To obtain this intensity in each of the four frequency sidebands at a modulation depth $M = 2.6$ radians requires a total intensity of roughly $I_{sat} = 50 \text{ mW/cm}^2$; for a gaussian beam of FWHM diameter $w \approx 2$ mm, the total power needed to saturate all of the transitions is then $P_{sat} = \frac{\pi}{2} I_{sat} w^2 \sim 3 \text{ mW}$. For many applications it is desirable to exceed the saturation intensity in the main pump beam by a factor of 10 or more, necessitating a total power of approximately 30mW. Note that although the line strengths for the $|X, v = 1\rangle$ to $|A, v' = 0\rangle$ transitions are considerably weaker, the power requirement for the repump beam is no more stringent than for the pump. For a vibrational branching ratio $\beta_V$, and assuming equal power in the pump and repump beams, a given molecule decays to $|X, v = 1\rangle$ roughly every $\frac{1}{\beta_V}$ pumping cycles, then remains there on average for $\frac{1}{\beta_V}$ times the duration of one cycle before being repumped. If the repump transition could be deeply saturated, the total number of photons scattered over many pump-repump cycles would thus be increased only by a factor of 2.

Efficient laser cooling typically requires that the optical frequency be stably tuned to the red of the transition by approximately one linewidth [156]. For the SrF transition linewidth $2\pi \times \gamma = 7$ MHz, it is expected that frequency stability on the order of $\lesssim 1$MHz should be adequate. This relatively modest requirement is satisfied (or nearly so) in our setup by locking the external cavity diode lasers (ECDs) to a stabilized He-Ne reference via a transfer cavity (Coherent 33-2486-000). The cavity length is scanned successively through resonance with both lasers at a rate of approximately 10 Hz, and the frequency separation of the resulting peaks is read into an analog-to-digital converter.
(DAC) via a photodiode (Thorlabs PDA36A). A software-driven feedback loop with a bandwidth of a few Hz controls the external cavity length of the diode laser by setting the voltage across a piezo-electric transducer (PZT) attached to the diffraction grating. The intrinsic stability of our home-built ECD lasers is such that even this slow feedback loop holds the frequency fixed to about ±2MHz over many minutes. This is roughly the same as the long-term stability of the HeNe. This has been adequate for all measurements performed to date; it may be necessary to upgrade to a higher-bandwidth analog or digital servo-lock for future laser cooling experiments.

Figure 4.6: Typical setup for the injection-locked diode lasers used in the SrF beam experiments. Not shown is a frequency-stabilized HeNe laser for locking the (top) Fabry-Perot cavity, to which the master laser is locked in turn.

In order to obtain the desired intensities in the pump and repump beams, a series of injection-
locked, high power diode lasers has been implemented. A typical beamline is illustrated in Figure 4.6. Light from a narrow linewidth ECD travels through an electro-optic modulator (EOM) that inscribes the sidebands required to access all four hyperfine transitions, and is then passed through a single mode optical fiber to seed a high power (~100 mW) slave diode. A fraction of the beam from the master oscillator is initially split off and sent to a wavemeter (HP 86120B) for frequency determination, as well as to the Fabry Perot transfer cavity (Coherent 33-2486-000, FSR = 750 MHz) used in the servo-lock. Both lasers are protected from feedback with optical isolators; the master uses a 2-stage isolator (Conoptics Model 716) that provides >55dB extinction in the reverse direction, while the slave has a single-stage, >34dB isolator (OFR IO-3-665-HP). The output polarizer of the slave isolator is replaced with a polarizing beamsplitter (PBS), which directs the outgoing beam through another single-mode fiber to the experiment. Telescopes are used to improve mode matching into each optical fiber. A fraction of the slave output is split off and sent to a home-built optical cavity (quartz-tube based confocal cavity, FSR = 750 MHz, constructed by John Barry) to monitor the stability of the injection lock. One advantage of using a single-mode fiber between the two lasers is that the slight polarization-leakage of the slave diode output through the PBS is return-coupled through the fiber and can be used to facilitate precise spatial mode-matching.

The full laser system used for the experiments described in Section 4.4 consists of the following oscillators: (i) a Toptica DL-100 ECD at 663 nm (Toptica temperature controller and current supply electronics), driving a slave diode that provides the main pump beam (~50 mW delivered to the experiment); (ii) a home-built Littrow-configuration ECD at 686 nm driving two slaves, one of which provides the main repump beam (~60 mW at the experiment), the other a high-powered repump used in the probe region to measure vibrational state depletion (~50 mW); (iii) a home-built Littrow ECD at 663 nm that provides the main probe beam (~20 mW); and (iv) another home-built Littrow ECD at 663 nm used as an auxiliary probe for different rotational lines or the \(|X, v = 1| \rightarrow |A, v' = 1|\) vibrational transition. In principle, all lasers except the last one are operated at a fixed frequency and do not need to be tuned on a day-to-day basis.

\[\text{All home-built ECDs were constructed by graduate student John Barry. All but one utilize temperature-control and current supply electronics designed by post-doc Daniel Farkas and constructed by John Barry. (The other laser uses a Vescent D2-105 laser control module.) All home-built ECDs and slave lasers at 663 nm were built using the Mitsubishi ML101J27 diode; those at 686 nm were built with Hitachi Optnex HL6750M6 diodes. Documentation for these lasers and electronics can be found in a report written by Dan.}\]
4.3.3 Electro-Optic Modulators

One additional noteworthy aspect of the laser setup is the use of a series of home-built EOMs for effecting the required phase modulation. These have been constructed using lithium tantalate (LiTaO₃) crystals of dimensions 3.2 mm × 3.2 mm × 40 mm, purchased from Almaz Optics. The crystals are Y-cut (as needed for phase modulation) and come with gold electrodes deposited onto two of the rectangular faces. The square faces are AR-coated for 700-1000 nm and specified to 20-10 scratch-dig tolerance. We require a phase-modulation depth of at least $M = 2.6$ radians to obtain the desired sideband pattern; the dependence of modulation depth on applied voltage is generally parameterized in terms of $V_n$, the peak voltage required to obtain a $\pi$ phase shift. For light passing through a crystal with optical path-length $L$ and a distance $d$ between the electrodes, the induced phase shift $\phi$ for an applied voltage $V$ is given \[157\] by $\phi = \beta VL/d$. Here, $\beta = r_{33}n^3/\lambda = 1.62 \times 10^{-3} \text{V}^{-1}$, for $r_{33} = 33 \text{ pm/V}$ the electro-optic coefficient of LiTaO₃, $n = 2.18$ its refractive index, and $\lambda = 663 \text{ nm}$ the optical wavelength. For a crystal of our dimensions, this gives $V_n = 157.1 \text{ V}$. To drive such a high voltage directly at 41MHz would be a significant technical challenge, and we have therefore constructed a resonant RLC circuit to amplify the applied voltage.

The EOM tank circuit consists primarily of an inductor selected to match the intrinsic capacitance of the crystal ($C = e_r A/\varepsilon_0 \approx 15 \text{ pF}$, for $e_r = 43$ the RF dielectric constant of LiTaO₃, $A = 40 \text{ mm} \times 3.2 \text{ mm}$ the area of the electrodes, and $d = 3.2 \text{ mm}$ the separation between them) in order to obtain the correct resonant frequency, as well as a transformer for matching to the 50Ω impedance of the input line. Components were soldered to a custom-made printed circuit board (fabricated by ExpressPCB inc.), onto which the crystal is mounted directly with electrically-conductive epoxy (Epoxies Etc., silver-filled epoxy resin 40-3900). The measured capacitance of the circuit is ~20pF (slightly higher than the crystal alone due to stray capacitance at contacts and in printed circuit board leads), necessitating an inductance of $L = 0.75 \mu\text{H}$ to obtain a resonant frequency $f_0 = \frac{1}{2\pi \sqrt{LC}} = 41 \text{ MHz}$. Our best results were observed with a hand-wound inductor of $N \approx 35$ turns wrapped around a 1/8" diameter teflon rod. It would, in principle, be advantageous to use a variable inductor in order to adjust the resonant frequency and thereby tune the EOM sidebands while maintaining a high Q for the circuit. Several such inductors (most notably the 7M2-102 and SLOT-TEN-1-01 models from Coilcraft Inc.) were investigated, but it was found that they degraded the circuit Q, presumably due to saturation of the adjustable ferrite cores at high power and/or frequency. The transformer
selected was a 1:16 impedance ratio unbalanced model with a 2 W maximum power specification (RFMD model XFA-0101-16UH). It was expected that this should give maximum power coupling for a resistive load of \( R \approx 3.1 \Omega \), and a 10\( \Omega \) cermet potentiometer was therefore included in the circuit to trim the resistance to this value. This proved unnecessary, however, as the finite resistance of the inductor at high frequency was large enough that shorting the leads of the potentiometer gave the best impedance match. Reflected power measurements using an RF network analyzer (HP 8712C) showed a Q of 21 and a power reflection coefficient on resonance of \( R = -18.1 \text{dB} \). This suggested that the peak input voltage required to produce a \( \pi \)-phase shift should be reduced to \( V_n/Q = 7.9 \text{V} \), equivalent to a power input of 0.6 W. In fact, the power required to obtain the desired phase shift of 2.6 radians is somewhat greater than 1W, indicating a voltage drop somewhere in the circuit other than across the crystal (likely in one of the other reactive components) when operating at high power.

### 4.4 Results: Demonstration of Cycling

#### 4.4.1 Beam Flux Measurement for SrF

During the development of the cryogenic apparatus described in Section 4.3.1, a series of measurements were performed to determine the approximate ablation yield and hydrodynamic beam flux for SrF. A weak, linearly polarized probe beam was tuned to one of the \(|X^2 \Sigma, v = 0; N = 1\rangle \rightarrow |A^2 \Pi, v' = 0, J' = 1/2\rangle\) hyperfine transitions while the target was ablated at a helium buffer gas inflow rate of 20sccm. The rotational line was identified by measuring the optical frequency on a wavemeter (HP 86120B) with an accuracy of a few GHz; however, the laser was unlocked, making identification of hyperfine structure difficult at this stage. The probe beam was passed through the buffer gas cell or through the beam immediately beyond the exit aperture, and the absorbed power was monitored on a photodiode (Thorlabs PDA36A). Figure 4.7 shows typical absorption traces in each case. The out-of-cell trace can be used to make a rough estimate of the flux of molecules in the beam populating the probed rotational state. The Doppler-broadened absorption cross section for a probe laser with linewidth narrower than the transition of interest is given by [84]:

\[
\sigma_D = \frac{\sqrt{\pi} \lambda^2 2J' + 1}{2 \pi 2F + 1} \frac{\gamma_{\text{partial}}}{\Gamma_{\text{Dop}}} = 2.14 \times 10^{-11} \text{cm}^2
\]

(4.5)
Here, $\Gamma_{\text{Dop}} = \frac{2\pi}{A} \sqrt{\frac{2\hbar k T}{m_{\text{eff}}}} = 2\pi \times 37.6$ MHz is the 4 K Doppler width, and $\gamma_{\text{partial}} = \frac{1}{2} \beta_{VV'} \beta_{R,R'} \sim 2\pi \times 1.3$ MHz, where $\tau = 24$ ns is the state lifetime, $\beta_{VV'} \approx 1$ is the Franck Condon factor for the transition, and $\beta_{R,R'}$ is the square of an unknown angular momentum matrix element that will be estimated here as $\beta_{R,R'} \sim 0.2$. Likewise, $F$ and $F'$ are each taken to be 1. (The rotational matrix element is uncertain because the hyperfine structure was not resolved; this could conceivably lead to an error of roughly a factor of 2-3 in the final result.) In the limit of small absorption, the signal size is given by $S = 1 - e^{-n \sigma_{\text{L}} L} \approx n \sigma_{\text{L}} L$, for $n$ the density of absorbers and $L$ the optical path length. The total number of absorbing molecules is now given by $N_{\text{mol}} = \frac{A}{\sigma} \int \frac{d\sigma}{dt} dt$, for $A = \frac{\pi \alpha^2}{4} = 0.031 \text{cm}^2$ the area of the probe laser intersecting the molecules. Integrating the absorption trace in Figure 4.7 gives $N_{\text{mol}} \sim 8.5 \times 10^9$ molecules in the probed state. The total number of molecules in all hyperfine states of the $N = 1$ level of the electronic ground state could be several times higher, owing to the uncertainty in the effective angular momentum matrix elements for unresolved transitions and the fact that only one or two of the hyperfine transitions were probed.

### 4.4.2 Rotational and Hyperfine Spectroscopy of SrF

The spectroscopic constants tabulated in Section 4.4.3 have been used to locate a variety of transitions, including the main pump and repump frequencies and several others of interest. The calculated transition frequencies are summarized in the following table:

<table>
<thead>
<tr>
<th>Initial State</th>
<th>Final State</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>X^2\Sigma, v = 0, N = 1\rangle$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>X^2\Sigma, v = 1, N = 1\rangle$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>X^2\Sigma, v = 1, N = 1\rangle$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>X^2\Sigma, v = 0, N = 1\rangle$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>X^2\Sigma, v = 0, N = 0\rangle$</td>
<td>$</td>
</tr>
</tbody>
</table>

In each case, wavemeter readings have agreed with the calculated transition frequency to within about $\sim 1$ GHz. (This is roughly the specified accuracy of the wavemeter.) Measurements have also been made to verify our knowledge of the hyperfine structure presented in Section 4.2.2. A very weak, linearly polarized probe beam (peak intensity $I_0 = 0.05 \text{ mW/cm}^2$, approximately equivalent to $I_{\text{sat}}/200$ for a single hyperfine transition) was directed through the first KF cross in Figure 4.4,
Figure 4.7: Beam flux measurement. Fractional absorption data for probe beams directed through the buffer gas cell and immediately outside the aperture to measure SrF ablation yield. Integration of the beam absorption signal shows that the number of molecules per beam pulse in the probed \( |X, v = 0, N = 1, F\) state is \( N_{\text{mol}} \approx 8.5 \times 10^9 \). The sharp spike at \( t = 0 \) is due to electrical pickup from the Q-switch of the ablation laser. These data were collected by John Barry and Christopher Yale.
and the resulting fluorescence collected by the overhead PMT. The collimation slit ensured that the transverse Doppler width of the molecular beam was $\leq 10 \text{MHz}$. The probe frequency was scanned over the $|X^2\Sigma, v = 0, N = 1, J, F \rangle \rightarrow |A^2\Pi, v' = 0, J' = 1/2 \rangle$ hyperfine transitions by tuning the PZT-controlled diffraction grating angle of the ECD; part of the beam was split off and sent to one of our home-built quartz tube optical cavities, the length of which had been adjusted to create a re-entrant mode [158] with FSR = 46.9 MHz. (The FSR of the cavity was first determined by writing sidebands onto the laser using RF modulation of the drive current; the RF frequency was increased until the difference between the fundamental and the first order sideband observed in the cavity spectrum equaled exactly one FSR.) This provided regular frequency markers to calibrate the measured hyperfine transition frequencies.

The resulting data are shown in Figure 4.8. Two pairs of peaks corresponding to the electron spin-rotation doublets are visible, each one split by hyperfine interactions. Qualitively, the transition from the $|N = 1, J = 1/2, F = 0 \rangle$ initial state is weakest, as is expected given its lower multiplicity and therefore its smaller thermal population compared to the other hyperfine states. The other lines are, somewhat surprisingly, of roughly equal strength; this may be due to some coincidence of averaging over different initial-state Zeeman sublevels, since the Earth’s magnetic field was not nulled for the measurement. A sum of four Lorentzian lineshapes was fitted to the measured spectrum, and the resulting splittings relative to the $|N = 1, J = 3/2, F = 2 \rangle$ line are summarized below:

<table>
<thead>
<tr>
<th>Hyperfine State</th>
<th>Expected Frequency</th>
<th>Fitted Frequency</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>J = 3/2, F = 2 \rangle$</td>
<td>0 MHz</td>
<td>-1.3 MHz</td>
</tr>
<tr>
<td>$</td>
<td>J = 3/2, F = 1 \rangle$</td>
<td>41 MHz</td>
<td>34.1 MHz</td>
</tr>
<tr>
<td>$</td>
<td>J = 1/2, F = 0 \rangle$</td>
<td>115 MHz</td>
<td>121.5 MHz</td>
</tr>
<tr>
<td>$</td>
<td>J = 1/2, F = 1 \rangle$</td>
<td>170 MHz</td>
<td>171.7 MHz</td>
</tr>
</tbody>
</table>

Thus, the observed hyperfine splittings were in relatively good agreement with theory. The recorded deviations, on the order of a natural linewidth $\gamma_0 = 7 \text{MHz}$ or less, may be due to thermal fluctuations in the cavity length.

### 4.4.3 Measurement of Vibrational Transition Strengths

In order to test the calculated vibrational branching ratios given in Section 4.2.1, the relative absorption line-strengths of the $|X, v = 1 \rangle \rightarrow |A, v' = 1 \rangle$ and $|X, v = 1 \rangle \rightarrow |A, v' = 0 \rangle$ transitions
Figure 4.8: Measured hyperfine transition frequencies for $|X, v = 0, N = 1, F \rangle \rightarrow |A, v = 0, J = 1/2, F \rangle$. The data were obtained by sending a weak probe (I/I_{sat} = 5 \times 10^{-3}) through the beam at a distance of 22.5 cm from the source, using an optical cavity of FSR = 46.9 MHz for frequency calibration, and detecting the resulting fluorescence with a PMT. Black dots are measured points; the solid line depicts a fit to a sum of 4 Lorentzian lineshapes, each of which are shown individually by the dashed lines. The measured frequency splittings were -1.3 MHz, 34.1 MHz, 121.5 MHz, and 171.7 MHz relative to the expected position of the $|f = 3/2, F = 2 \rangle$ peak. These are all within one natural linewidth of the expected splittings.
were measured in the buffer gas cell. Because of the weakness of the latter transition, FM spectroscopy was used to make the measurements. Sidebands at 100 MHz were inscribed onto the main probe beam (of intensity $I = 22 \text{ mW/cm}^2$) with a modulation depth $M \sim 1.4$, corresponding to approximately equal power in the fundamental and first-order sidebands, using an EOM (Thorlabs EO-PM-R-C1). A second probe (intensity $I = 22 \text{ mW/cm}^2$) without sidebands was simultaneously directed through the cell in order to account for shot-to-shot variations in the ablation yield. For both measurements, the secondary probe was tuned to the stronger $|X, v = 0 \rangle \rightarrow |A, v' = 0 \rangle$ transition.\(^8\) Typical time traces for both the FM probe and the direct absorption signals are shown in Figure 4.9. The measured peak FM spectroscopy signal was normalized both by the direct absorption from the secondary probe, and by the DC component of the signal from the diode (Thorlabs PDA10A) used to detect the FM beam.\(^9\) The peak direct absorption signal sizes were each scaled by one over the relevant calculated Franck-Condon factor ($\beta_{0,0} = 0.98$ for the $v = 0 \rightarrow v' = 0$ transition, $\beta_{1,1} = 0.95$ for the $v = 1 \rightarrow v' = 1$ transition) to account for the small difference in line strengths before they were used to normalize the FM signals.

For each measurement, the FM signal was maximized with respect to both the frequency of the fundamental (by finely adjusting grating position in the ECD) and the relative phase between local oscillator and the detected FM absorption signal. The former optimization likely resulted in the fundamental being tuned close to the transitions from the two $J = 3/2$ hyperfine levels in the ground state. However, the fact that the laser frequency was not locked at the time, combined with the difficulty of resolving individual hyperfine transitions (due to the 38 MHz Doppler width of SrF at 4 K), likely limits the accuracy of the measurement. Four independent measurements of the $|X, v = 1 \rangle \rightarrow |A, v' = 1 \rangle$ FM absorption signal and three measurements of the $|X, v = 1 \rangle \rightarrow |A, v' = 0 \rangle$ were recorded, and the ratios of each pair were calculated. The mean FM signal ratio was found to be $S_{v=1 \rightarrow v'=1}/S_{v=1 \rightarrow v'=0} = 43.5 \pm 5$. The uncertainty here is given as the standard deviation of the calculated ratios over all combinations of measurements, and reflects the variability in measured signals. If we make the conservative assumption that the calculated value for the $v = 1 \rightarrow v' = 1$ branching ratio, $\beta_{1,1} = 0.946$, is correct to within 5%, then the measured branching ratio for the $v = 1 \rightarrow v' = 0$ transition becomes $\beta_{1,0} = 0.946/43.5 = 0.022 \pm 0.003$. This result is in reasonably good

---

\(^8\)Note that this normalization assumes that the thermal population of vibrational states is constant from shot to shot, which has not been explicitly verified.

\(^9\)The DC and 100 MHz signals from the detector were split using a bias-tee (Minicircuits ZFBT-4R2GW+); the FM signal is normalized by the DC signal in order to account for variations in laser intensity between measurements.
Figure 4.9: Vibrational transition strength measurements. **Top panel:** Time traces from FM spectroscopy on the $v = 1 \rightarrow v' = 1$ and $v = 1 \rightarrow v' = 0$ transitions in the buffer gas cell. The latter trace has been multiplied by a factor of 10 for visibility. When properly normalized, these data indicate a ratio of Franck Condon factors of $\beta_{1,0}/\beta_{1,1} = 43.5 \pm 5$. The two traces were collected at different times during the run. **Bottom panel:** Direct absorption data for $v = 0 \rightarrow v' = 0$ transition collected simultaneously with each of the traces above, used to normalize the FM signals for shot-to-shot variations in ablation yield. Also shown is a direct absorption trace (collected at a different time) for the $v = 1 \rightarrow v' = 1$ transition, which can be used to estimate the vibrational temperature of the molecules at about $T_{\text{vib}} \sim 360$ K.
agreement with the calculations presented in Section 4.2.1.

It is interesting to note in passing that the secondary (direct absorption) probe can tuned to the 
\( v = 1 \rightarrow v' = 1 \) and thereby used to obtain a rough estimate of the vibrational temperature of the 
molecules. The expected ratio for Boltzmann-distributed molecules at temperature \( T \) is given by

\[
\frac{S_{v=0 \rightarrow v'=0}}{S_{v=1 \rightarrow v'=1}} = \frac{0.98 \exp \left[ \frac{-1/2 \omega_0^2}{k_B T} \right]}{0.95 \exp \left[ \frac{-3/2 \omega_0^2}{k_B T} \right]}
\]  

A typical pair of traces for direct absorption on \( v = 0 \rightarrow v' = 0 \) and \( v = 1 \rightarrow v' = 1 \) in the bottom 
panel of Figure 4.9. (Note that these are taken at different times during the run, and hence do 
ot take into account shot-to-shot variations in ablation yield, which could be ~20-30%.) Solving 
for the observed ratio of \(-7.1\) gives a vibrational temperature \( T_{vib} \sim 360 \text{ K} \). This is consistent with 
the often-made claim that buffer gas collisions do not efficiently cool vibrational excitations. It 
is also somewhat encouraging from the point of view of being able to spectroscopically locate 
the \( v = 2 \rightarrow v = 1 \) transition when the second vibrational repump is added to the experiment; 
that transition is weak to begin with, and its initial state population is strongly suppressed at 
low temperatures. Of course, a more systematic study covering more vibrational lines, preferably 
performed outside the cell, would be necessary to draw any general conclusions about buffer gas 
cooling of molecular vibrations.

### 4.4.4 Observation of Repumping by Enhanced Fluorescence

Direct evidence for the scattering of multiple photons by SrF has been obtained by observing an 
increase in the fluorescence collected from the molecular beam coinciding with the addition of a 
magnetic field and vibrational repump. As shown in Figure 4.4, the collimated molecular beam was 
made to interact with a strong pump beam (\( I \approx 200 \text{ mW/cm}^2 \) in each sideband) in the first KF cross, 
and a fraction of the resulting fluorescence was collected by a \( f = 30 \text{ mm} \) achromatic doublet lens 
and detected with a PMT. Frequency sidebands were inscribed in the pump beam using an EOM, 
as described in Secion 4.2.2, at a frequency \( f=42.0 \text{ MHz} \) and modulation depth \( M \approx 2.6 \text{ radians} \). 
(In practice, the sideband frequency can be varied by several MHz without appreciably changing 
the fluorescence amplitude. This is likely due to the large power broadening in the pump beams 
with \( I/I_{sat} \sim 20 \) in each sideband.) In order to maximize the length of interaction, the pump beam
was retro-reflected back and forth through the vacuum chamber with partially overlapping beam spots approximately 8 times. This allowed for a total interaction length $L_{\text{int}} = 2\text{cm}$. Fluorescence was initially collected with the current to the magnetic field coils turned off; when it was switched on and tuned such that the angle between the net field and the laser polarization was optimal, the observed fluorescence increased by a factor of 1.8. The magnitude of the magnetic field produced by each coil for an input current of 3A was measured with a gauss-meter (FW Bell 4048) to be about 10 gauss. The increase in fluorescence is due to the re-mixing of dark Zeeman sublevels, allowing for multiple photons to be scattered before each molecule is eventually pumped into the $v = 1$ vibrational state. Note that the Earth’s magnetic field of ~0.5 gauss likely provides some remixing, albeit at a considerably lower rate, allowing molecules to scatter more than one photon on average even with the coils switched off. Finally, the addition of a vibrational repump beam with 42 MHz sidebands ($I \approx 240\text{mW/cm}^2$ in each sideband) produced a further increase in the detected fluorescence to approximately 10.0 times the initial signal. The only plausible explanation for this observation is that molecules were being successfully repumped back from the $v = 1$ vibrational state into the main cycling transition; as seen in Section 4.4.3, the thermal population of the first excited vibrational state is too small to account for this large increase in signal. Typical time traces for the fluorescence signals with and without the remixing field and repump beam are shown in Figure 4.10.

### 4.4.5 Observation of Beam Deflection by Radiative Force

We have demonstrated the manipulation of SrF molecules by radiative force in a beam deflection experiment. Molecules passing through the first KF cross of Figure 4.4 were acted upon by the combination of a pump beam at 663.3 nm and a vibrational repump at 686.0 nm, as well a ~10 gauss magnetic field for the mixing of Zeeman sublevels. Sidebands were written onto both the pump and repump beams with EOMs at frequency $f = 42 \text{MHz}$ and modulation depth $M = 2.6$. The intensities of the beams were $I_{\text{pump}} = 200 \text{mW/cm}^2$ and $I_{\text{repump}} = 240 \text{mW/cm}^2$ respectively, in each sideband. (Thus, $I/I_{\text{sat}} \sim 20$ for the pump and $I/I_{\text{sat}} \sim 0.5$ for the repump.) The laser beams were overlapped on a dichroic mirror and directed into the KF cross. Instead of retro-reflecting the beams back through the chamber as in Section 4.4.4, a ring consisting of four mirrors was constructed to direct the beams around the outside of the vacuum chamber, such that they impinged on the molecules from only
Figure 4.10: Vibrational repumping and magnetic field remixing of dark magnetic sublevels. The data shown are time traces of fluorescence detected by the PMT over the first laser interaction region at a distance of 22.5 cm from the beam source. The smallest trace shows fluorescence produced by molecules when pumped by a laser ($I/I_{sat} \approx 20$) tuned to the $|X, v = 0, N = 1, F \rangle \rightarrow |A, v' = 0, F' = 1/2, F' \rangle$ transition, with sidebands inscribed by an EOM to access all hyperfine transitions. When a magnetic field of about 10 gauss is added to remix the Zeeman sublevels, the fluorescence increases by a factor of 1.8. When a vibrational repump beam ($I/I_{sat} \approx 0.5$), also with the appropriate sidebands, is added to repump on the $|X, v = 1, N = 1, F \rangle \rightarrow |A, v' = 0, F' = 1/2, F' \rangle$ transition, the total fluorescence is increased by a factor 10.0 compared to the original signal.
one direction. A total of 8 passes with partially overlapping beam spots through this ring were arranged, for an interaction length $L_{int} \approx 2 \text{ cm}$. Laser alignment and magnetic field strength were tweaked to maximize the fluorescence signal detected in the PMT above the first KF cross.

Figure 4.11: Typical beam image from the CCD camera.

After traversing this interaction zone, the molecules were allowed to travel about 13 cm further downstream, where they were interrogated by a second probe beam ($I_{pump} \approx 80 \text{ mW/cm}^2$) at 663.3 nm. Fluorescence light from this beam was imaged by a pair of 40 mm achromatic doublets onto the photocathode of an ICCD camera. The camera was gated on the Q-switch of the ablation laser, and set for an exposure time of 5 ms. The exposure was chosen as a tradeoff between being long enough to detect most of the molecules in the molecular beam pulse (as can be seen from the time traces of Figure 4.10), but sufficiently short to minimize background from scattered probe light. A typical fluorescence image is shown in Figure 4.11. Images of this type were integrated columnwise, and the resulting molecular beam profiles fit to gaussian curves. As the vibrational pump and repump beams were switched on and off, the deflection of the molecular beam was measured as a displacement of the center of the gaussian fit. Typical deflection data are illustrated in Figure 4.12.

The largest observed molecular beam deflections were on the order of 46 camera pixels, corresponding to a shift in the center of the detected fluorescence distribution of about 0.6 mm. (This conversion assumes 1:1 imaging and 12.8 μm pixels for the Princeton PI-MAX2 camera. It has been approximately verified by rough calibration performed with a LED moved systematically under the collection optics.) The deflection angle is therefore $\theta_{def} = \tan^{-1}(0.6 \text{ mm}/135 \text{ mm}) = 4.4 \times 10^{-3}$ radians. For a forward beam velocity of $v_z = 200 \text{ m/s}$, the average number of photon recoils experienced by each molecule is given by

$$N_r = \frac{n_{beam} \cdot \tan(\theta_{def})}{\lambda} = 158.$$ 

This is a clear indication that the

---

10 This calibration was carried out by John Barry.
11 Measured for the SrF beam by Edward Shuman subsequent to the collection of this data.
Figure 4.12: Beam deflection by radiative force. Data points are column-wise sums of fluorescence intensities detected by the CCD camera above the probe region, 36 cm downstream from the buffer gas source. The beam profiles are fit to gaussian curves (solid lines). When the pump and repump lasers are turned on and caused to interact with the molecules at a distance of 22.5 cm from the source, a deflection of the molecular beam by up to 0.6 mm is observed. For a forward beam velocity of ~200 m/s, this corresponds to an average of 158 photons scattered per molecule. The photon scattering rate is $\Gamma_{\text{scat.}} \approx 1.6 \times 10^5 \text{s}^{-1}$. When the pump and repump lasers are turned on with approximately equal power in each beam, the fluorescence signal decreases by a factor of 2, because the molecules spend roughly half their time in the $v = 1$ state.
vibrational repump is successfully transferring molecules back into the cycling transition; no more than ~50 photons could be scattered on average according to the observed vibrational branching ratios. In the data of Figure 4.12, it can be seen that the total number of molecules detected on the \( v = 0 \rightarrow v' = 0 \) transition in the deflected beam decreases by approximately a factor of 2 compared to the undeflected case. This is consistent with the molecules being distributed evenly over the two vibrational levels in the ground state, as expected for roughly equal power in the pump and repump beams. Subsequent measurements have shown that, if a strong repump beam is added before the probe beam in the second KF cross, all molecules are pumped back to \( v = 0 \) and the original signal size is almost entirely recovered.

For an interaction length of about 2 cm and a mean forward velocity \( v_z = 200 \text{ m/s} \), the molecules interact with the deflection lasers over a period of approximately 100 \( \mu s \). This indicates an average photon scattering rate of \( \Gamma_{\text{sat}} \approx 1.6 \times 10^6 \text{s}^{-1} \). In the limit of deeply saturated optical transitions and rapid magnetic field re-mixing, it is expected that the population should be distributed equally over all ground and excited state hyperfine levels while interacting with the laser. In our system, the multiplicity of the Zeeman sublevels in the excited electronic state is 4; in the two vibrational states of the ground electronic manifold, it is 24. Thus, the molecules should spend roughly 4/28 of their time in the excited hyperfine states, and the expected scattering rate is \( \Gamma_{\text{expected}} = \gamma_0/7 = 6.3 \times 10^6 \text{s}^{-1} \).

It is unclear why the observed rate is lower by almost a factor of 4; though our repump beam has a saturation parameter of somewhat less than one, this should only make a difference of approximately a factor of 2 in the scattering rate compared to the deeply saturated case. The problem may arise from sub-optimal magnetic field remixing, or occasional collisions with background helium atoms or other ablation products that remove the molecules from the cycling transition before they scatter the maximum number of photons. An investigation is currently underway to determine the cause of this apparent discrepancy.

4.5 Towards Laser Cooling and Microwave Trapping of SrF

As of this writing, all necessary components have been obtained to attempt one-dimensional transverse cooling of SrF. The expected maximum capture velocity for an optical molasses with saturation parameter \( I/I_{\text{sat}} = 1 \) and detuning \( \delta \sim \gamma_0 \) is approximately \( v_C = \gamma_0/k \approx 4.6 \text{m/s} \) [1]. Cooling from this
velocity to the Doppler limit requires a net number of photon recoils equal to \( N_y = \frac{mv_y}{hk} \approx 820 \). This is easily attainable with a single vibrational repump. Assuming that operating with a saturation parameter of one\(^{12}\) roughly halves the photon scattering rate compared to the deeply saturated case described in Section 4.4.5, we can expect \( \Gamma_{\text{scatt.}} \approx -0.8 \times 10^6 \text{s}^{-1} \). For a molecular beam with mean forward velocity \( v_z = 200 \text{ m/s} \), then, an interaction length \( L_{\text{int}} \approx 20 \text{ cm} \) is required. (This could be reduced by a factor of 2-4 if the expected scattering rate can be obtained in future deflection experiments.) We have constructed a new vacuum component to replace the first KF cross in Figure 4.4, which is able to accommodate windows of length 15cm parallel to the beam axis on all four sides. Custom-made 15cm long Brewster-angled windows, as well as high-reflectivity mirrors (\( R \approx 0.999 \)) have been obtained to allow the pump and repump beams to be reflected through the interaction region many times. It is expected that these components will be assembled and transverse cooling demonstrated in the near future; further extension to transverse cooling in two dimensions should then simply be a matter of increasing the number of injection-locked slave diode lasers for generating the necessary beams.

Longitudinal deceleration of the collimated SrF beam appears feasible, but will likely be technically challenging. It is, in principle, possible to sweep the frequency of a longitudinal pump beam in order to remain in resonance with a packet of decelerating molecules. To bring a molecule to rest from an initial velocity of \( v_z = 200 \text{ m/s} \) requires \( N_y = \approx 3.6 \times 10^4 \) photon recoils, necessitating the addition of the second vibrational repump. The task of spectroscopically locating the \( \nu = 2 \rightarrow \nu' = 1 \) transition may prove difficult, owing to the low thermal population of that initial state. Furthermore, again assuming a photon scattering rate of \( \Gamma_{\text{scatt.}} \approx -0.8 \times 10^6 \text{s}^{-1} \), the expected stopping length is \( L_{\text{stop}} = \frac{N_y}{\Gamma_{\text{scatt.}}} \approx 4.4 \text{ m} \). This is obviously somewhat inconvenient, though not technically impossible. Other methods have been considered for longitudinal deceleration which might allow for a shorter stopping distance, including the use of stimulated radiative forces [159], and Zeeman deceleration with permanent magnets.

The ultimate goal of confining molecules in a microwave trap becomes significantly simpler if the beam can be decelerated in this way. Consider the trap described in Chapter 3, driven with 20 W

\(^{12}\)Laser cooling requires operation in the \( 1/I_{\text{sat}} \sim 1 \) regime, so that the laser linewidth is not power broadened. This is necessary to ensure that the molecules in a particular velocity class scatter photons preferentially from the blue-shifted laser that opposes their motion; if the large intensities \( I/I_{\text{sat}} \sim 20 \) employed in the deflection experiments of Section 4.4.5 were used in this case, the molecules would scatter photons from the red-shifted and blue-shifted lasers at nearly equal rates, inhibiting cooling.
of input power. The peak electric field obtainable scales as the square of the power, and is therefore \( E \sim 1.2 \text{kV/cm for } P_{in} = 20 \text{ W} \) (c.f. Section 3.3.3). For SrF, with a dipole moment of \( \mu = 3.5 \text{ Debye} \) and rotational constant \( B_e/\hbar = 7.51 \text{ GHz} \), this gives \( \mu \cdot E \approx 0.28B_e \). Comparing to Figure 3.5, we see that the resulting trap depth for the \( |X^2\Sigma, v = 0, N = 0 \rangle \) states is approximately \( U = 0.03B_e \approx 10.5 \text{ mK} \). This is more than sufficient to capture SrF molecules that have been decelerated to the Doppler limit \( T_D = \frac{\hbar\gamma}{2k_B} = 168 \mu \text{K} \). At these relatively low fields, the multi-photon transitions described in Section 3.3.4 are no longer an issue, and the requirement of high circular polarization purity is relaxed. Furthermore, with only 20 W of drive power, heat dissipation becomes considerably easier, and Al\(_2\)O\(_3\) mirrors should be adequate. Some minor effort may be required to re-design the input coupling aperture array for an operating frequency close to the 15GHz rotational transition frequency of SrF, but this is expected to be fairly straightforward; given that the aperture array transmission is expected to scale as the square of the frequency, and that the peak field varies slowly with input coupling (c.f. Section 3.5.1), it is possible that the existing design will not require modification.
Chapter 5

Concluding Remarks

This thesis has described the development of techniques which should ultimately enable the demonstration of ultracold samples of polar diatomic molecules. Evaporative cooling in a microwave frequency dipole trap is expected to provide a general means for cooling molecules from the cold (~ several hundred mK) regime to the temperatures and densities required to achieve quantum degeneracy. We have therefore designed and constructed prototypes for a microwave trap that can produce a confining potential of $U \sim 0.5$ K for the SrO molecule. (The depth is limited to some extent by microwave multi-photon resonances within the trap. By changing the operating frequency from 18.1 GHz to 15 GHz, it could be increased to $U \sim 1.0$ K.) Practical difficulties in obtaining a sufficiently high flux of cold molecules from an effusive helium buffer gas beam source, together with challenges in the construction of prototype cavity mirrors, have delayed the construction of the final version of the trap to some extent. However, our investigation into the properties of the source has yielded the realization that very bright and highly collimated beams may be obtained by operating in the deeply hydrodynamic helium flow regime. Hydrodynamic beam sources of this type are now being used in a new experiment to search for the EDM of the electron in ThO, and may soon be employed in the ongoing BaF parity violation experiment in the DeMille group.

Our most recent work has focussed on finding ways to slow molecules from a hydrodynamic buffer gas source in order to load them into the microwave trap. To this end, we have devised a method for laser cooling species that exhibit highly diagonal Franck-Condon factors, allowing for quasi-cycling transitions to be established. In particular, we have conducted a series of experiments
on SrF, in which an average of ~150 photons have been scattered per molecule in order to produce measurable deflection of a hydrodynamic beam. As of this writing, all components are in place to extend the technique to perform transverse cooling. With the addition of one more vibrational repump laser, it should then be possible to implement chirped longitudinal deceleration, and thereby to reduce the forward velocity of the molecules to the Doppler limit. This corresponds to a forward kinetic energy of ~200 μK, which is not only sufficient to load the trap, but in fact significantly reduces the required microwave power (and corresponding heat dissipation) for effective confinement. Prospects for the demonstration of trap loading and evaporative cooling of SrF molecules in the near future thus seem very promising.
Appendix A

Drawings for HDL14 Cryostat
Figure A.1: Side section view of HDL14 cryostat.
Figure A.2: Top and bottom views of HDL14 cryostat.
Appendix B

FM Signal Size

We wish to calculate the FM absorption signal for the case of a probe beam with modulation depth $M = 1.4$, corresponding to a spectrum with approximately equal power in the fundamental and first-order sidebands. The electric field amplitude of the incident beam may be described approximately as

$$E_{in} = E_0\beta_0 e^{i\omega_c t} + \beta_1 e^{i(\omega_c + \omega_m)t} - \beta_1 e^{i(\omega_c - \omega_m)t} + \beta_2 e^{i(\omega_c + 2\omega_m)t} + \beta_2 e^{i(\omega_c - 2\omega_m)t}$$  \hspace{1cm} (B.1)

Here, $\omega_c$ and $\omega_m$ are the carrier (optical) frequency and the modulation (RF) frequency, respectively, and $\beta_k = J_k(M)$ are the sideband amplitude coefficients, which satisfy $\sum_k \beta_k^2 = 1$. For the particular case of $M = 1.4$ radians, they are found to be $\beta_0 = 0.567$, $\beta_1 = 0.542$, and $\beta_2 = 0.207$. The higher order sidebands account for less than 0.5% of the total power in the beam.

Now, assume that on passing through the molecular sample, the $k^{th}$-order sideband undergoes absorption $\delta_k = nRe[\sigma(\omega_c + k\omega_m)]L$ and dispersion $\phi_k = nIm[\sigma(\omega_c + k\omega_m)]L$. The electric field of the probe at the detector then takes the form

$$E_{out} = E_0\beta_0 e^{i(\phi_0 + \delta_0)} + \beta_1 e^{i(\phi_1 + \delta_1)} e^{i(\omega_c + \omega_m)t} - \beta_1 e^{i(\phi_1 + \delta_1) - i(\omega_c - \omega_m)t} + \beta_2 e^{i(\phi_2 + \delta_2)} e^{i(\omega_c + 2\omega_m)t} + \beta_2 e^{i(\phi_2 + \delta_2) - i(\omega_c - 2\omega_m)t}$$  \hspace{1cm} (B.2)

The signal at the detector is then given by $I = EE^*$, which can be written explicitly as
The photodiode signal is passed through a bias-tee to separate the DC and RF components of the signal. In the limit of small absorption, $\delta_k \ll 1$, the zero frequency component gives $I_0 = |E_0|^2$. The RF part of the signal is mixed with the original modulation frequency $\omega_m$ and low-pass filtered, so that only the terms oscillating at $\pm \omega_m$ in the above expression need to be retained. Between the detector and the mixer, an amplifier and/or attenuator with total gain $G$ are introduced to ensure that the signal level at the RF input port of the mixer is about 10dBm lower than the local oscillator. The filtered mixer output signal is then given by:
Now consider the situation where the sideband at \( \omega_m \) is tuned to a molecular resonance and the other sidebands are not. The \( \delta_1 = \delta \) and \( \phi_1 = \phi \), and \( \delta_k = \phi_k = 0 \) for \( k \neq 1 \). Then the signal becomes

\[
S_{\text{out}} = G_0 [ \beta_0 \beta_1 e^{-i(\delta + \phi)} e^{\omega_m t} - \beta_0 \beta_1 e^{-i(\delta + \phi)} e^{i\omega_m t} + \beta_1 \beta_2 e^{-i(\delta + \phi)} e^{\omega_m t} \\
- \beta_1 \beta_2 e^{-i(\delta + \phi)} e^{-i\omega_m t} + \beta_2 \beta_1 e^{-i(\delta + \phi)} e^{i\omega_m t}
\]
Finally, in the limit of small absorption $\delta \ll 1$, and dispersion $\phi \ll 1$, we find

$$S_{\text{out}} \approx G|\delta[2\beta_0\beta_1 + \beta_1^2 - \beta_1^2 + 2\phi\beta_0\beta_1 - \beta_1^2]\sin(\omega_m t)|$$

(B.6)

The absorptive part of the signal can be selected by adjusting the phase of the local oscillator to match that of the cosine term in the above expression before sending it to the mixer. A similar (but algebraically simpler) calculation can be performed for the situation where the modulation depth $M$ is smaller, such that only first-order sidebands are present ($\beta_0 > \beta_1, \beta_1 > \beta_k$ for $k > 2$), with the result

$$S_{\text{out},M<1} = 2G|\delta|\cos(\omega_m t) + \phi \sin(\omega_m t)|$$

(B.7)

**A Note on Saturation and Bleaching:**

Because the FM signal depends linearly on the intensity of the probe beam, we were initially somewhat confused about how it should behave at high intensities $I \gg I_{\text{sat}}$, where bleaching would occur for a normal absorption measurement. The following calculation shows that the FM signal should go to a constant value in this limit; since the shot noise in the probe increases as $N \propto \sqrt{I}$, the expected $S/N$ ratio decreases with increasing power.

We begin with the expression for the FM output signal given on the third line of equation B.4.

$$S = G|\delta|\cos[2\beta_0\beta_1 e^{-(\phi_0 + \phi_1)} - \omega_m t] - e^{-(\phi_0 + \phi_1)} \cos[(\phi_0 - \phi_1) + \omega_m t]|$$

(B.8)

For clarity, we take $G = 1$, and assume that the modulation depth used is sufficiently small to require that only the fundamental and first order sidebands to be considered. Furthermore, we consider the typical situation in our experiments, where $\phi_k = 0$ for all $k$, and only the first-order sideband is resonant, $\delta_1 = \delta, \Delta \phi_0 = \delta_2 = 0$. After mixing with the local oscillator to select the in-phase component of the signal, the output is
Here, we have written $I_{tot}$ for the total intensity of the probe beam. Comparing with the original expression for the intensity of the probe after transmission through the molecules (equation B.3), one finds that first term above can be related to the interference between the fundamental and the 1st-order sideband (which undergoes absorption $\delta$), and the second term to the interference between the fundamental and the (-1)st-order sideband (which is not absorbed). The relative negative sign between them arises from the fact that the sidebands at $+\omega_m$ and $-\omega_m$ are out of phase by $\pi$. It is instructive rewrite equation B.9 with this in mind, using the notation $E_k = \beta_k \sqrt{I_{tot}}$. (Note that the $E_k$ are strictly positive; the phase between the sidebands is already accounted for in the relative minus sign.) This gives

$$S = 2(E_0 E_{-1} e^{-\delta} - E_0 E_{-1})$$

(B.10)

Now, in the case of intensities exceeding the saturation intensity of the sample being probed, the form of the transmitted electric field amplitude in the first sideband must be modified: $E_1 e^{-\delta} \to E_{1}^{\text{trans}} = \sqrt{I_{1}^{\text{in}} - I_{\text{sat}}(1 - e^{-2\delta})}$, where $I_{1}^{\text{in}} = \beta_1^2 I_{tot}$. Furthermore, making the substitutions $E_0 = \beta_0 \sqrt{I_{tot}}$ and $E_{-1} = \beta_1 \sqrt{I_{tot}}$, we obtain

$$S = 2[\beta_0 \sqrt{I_{tot}} \sqrt{I_{1}^{\text{in}} - I_{\text{sat}}(1 - e^{-2\delta})} - \beta_0 \beta_1 I_{tot}]$$

(B.11)

Finally, define $\alpha = \frac{I_{sat}}{I_{1}^{\text{in}}} = \frac{I_{sat}}{\beta_1^2 I_{tot}}$. Then we have

$$S = 2[\beta_0 \beta_1 I_{tot} (\sqrt{1 - \alpha(1 - e^{-2\delta})} - 1)]$$

(B.12)

Now, in the limit of deep saturation, $\alpha = \frac{I_{sat}}{\beta_1^2 I_{tot}} \ll 1$, and series expansion in $\alpha$ gives

$$S \approx 2[\beta_0 \beta_1 I_{tot} (1 - \frac{1}{2} \alpha(1 - e^{-2\delta}) - 1)] = \alpha \beta_0 \beta_1 I_{tot} (e^{-2\delta} - 1)$$

(B.13)

Thus, in the limit $I_{tot} \gg I_{sat}$, the signal goes to a constant value.
Appendix C

Noise in FM Spectroscopy

As described in Section 2.3.2, we have consistently observed higher than expected noise levels in the FM spectroscopy setup used for probing the spatial characteristics of the molecular beam. Noise properties were measured by digitizing the output from the FM detection circuit (or directly from the amplified photodiode, Thorlabs model PDA10A) using a National Instruments PCI-6024E digital-to-analog converter (DAC). Signals were first passed through a pre-amp (SRS model SR560) with a 30 kHz low-pass filter and a gain setting between $10^2$ and $10^4$. The DAC was set to digitize at 60 kHz, the minimum sampling rate required to prevent aliasing. (A higher sampling rate would admit noise outside the pass band of the filter, and is therefore undesirable.) The dark-current noise of the photodiode used for detection was measured (with the detector covered by a lens cap) to be $1.9 \times 10^{-10}$ W/√Hz, several times higher than the specified value of $5.5 \times 10^{-11}$ W/√Hz. When the 786 nm probe beam was directed onto the detector with sidebands applied (at 100 MHz modulation frequency and ~1.4 radians modulation depth) and the FM homodyne detection circuit switched on, the noise at low frequencies (at a 1/e bandwidth of about 300 - 500 Hz) typically increased by a factor of ~3 - 30 times above the detector noise. (As expected, no increase in noise was observed in the FM output signal for an illuminated diode with detection circuit switched off or with no sidebands applied to the laser.)

Figure C.1 shows the beam geometry used for probing molecules with FM spectroscopy. This setup, when properly aligned, gave the best noise performance observed, typically $\sim 7 \times 10^{-10}$ W/√Hz at low frequencies (≤500 Hz) for ~3 mW of laser power. Light was delivered from a diode
Figure C.1: Typical FM spectroscopy probe beam setup.
laser on the optical table\(^1\) via a multi-mode fiber (Thorlabs M31L05, with Thorlabs CFC-11-B output coupler) to an optical breadboard that housed the EOM mounted next to the cryostat. A photograph of the EOM breadboard is displayed in Figure 2.3. The unpolarized output of the fiber was passed through a polarizer and half wave plate to align the optical polarization with the fast axis of the EOM crystal, then focused through the EOM using a 1:1 telescope consisting of two lenses of focal length 25 cm. (This was sufficient to ensure that no clipping of the beam occurred at the apertures of the EOM case.) Another half wave plate was then used to align the outgoing polarization to minimize reflection from the two Brewster-angled windows by which the beam entered and exited the cryostat. An additional 50 cm lens (not shown in Figure 2.3) was sometimes introduced to improve the collimation of the outgoing light. The optical beam diameter in the plane intersecting the molecules was visually estimated to be on the order of \(\sim 2 - 3\) mm, consistent with the nominal waist diameter of the fiber output coupler, although this was not measured quantitatively with a camera for the original SrO beam apparatus. Finally, the beam was tightly focused onto the 0.8 mm\(^2\) area of the detector using an achromatic doublet of 30 mm focal length mounted in a length-adjustable lens tube. Both the EOM breadboard and the detector were mounted on horizontal and vertical translation stages to allow for spatial distribution of the molecules to be probed.

Mechanical vibrations leading to small variations in the length of the beam path through the EOM crystal and/or clipping at the EOM input aperture were investigated as one possible source of increased noise; in particular, the fiber output coupler used to deliver light to the breadboard was known to be mechanically unstable and caused problems at times. (This was improved in the SrF beam setup by upgrading to a Thorlabs PAF-type collimator.) Moving the EOM to the optical table and delivering light to the cryostat by a single-mode, polarization-maintaining (PM) fiber (Thorlabs P3-780PM-FC5) did not improve the noise performance beyond the best levels observed with the setup in Figure C.1, however, and had the disadvantages of requiring more careful alignment at the fiber input port and reducing the total optical power that could be delivered to the experiment. It was also observed that maintaining low noise levels required careful alignment of the optical lasers used for FM spectroscopy included a distributed feedback (DFB) diode laser at 786 nm (Eagleyard Photonics EYP-DFB-0785-00150-1500-SOT02-0000), for probing the SrO X-A transition; an ECD in the Littman-Metcalf configuration (Sacher Lasertechnik TEC500) at 859 nm for probing the X-A transition in BaF; and a Littrow ECD (home-built) at 406 nm for probing the X-B transition in SrO. The EOM used in the first two cases had an anti-reflection coating designed for operating at red wavelengths (Thorlabs model EO-PM-R-C1); in the latter case a blue-wavelength AR-coated EOM was used (Thorlabs model EO-PM-R-C4). A home-built Littrow ECD at 663 nm was also used for FM spectroscopy of SrF (using the X-A transition) with the newer beam apparatus described in Section 4.3, using a setup very similar to that of Figure C.1.

\(^{1}\)Lasers used for FM spectroscopy included a distributed feedback (DFB) diode laser at 786 nm (Eagleyard Photonics EYP-DFB-0785-00150-1500-SOT02-0000), for probing the SrO X-A transition; an ECD in the Littman-Metcalf configuration (Sacher Lasertechnik TEC500) at 859 nm for probing the X-A transition in BaF; and a Littrow ECD (home-built) at 406 nm for probing the X-B transition in SrO. The EOM used in the first two cases had an anti-reflection coating designed for operating at red wavelengths (Thorlabs model EO-PM-R-C1); in the latter case a blue-wavelength AR-coated EOM was used (Thorlabs model EO-PM-R-C4). A home-built Littrow ECD at 663 nm was also used for FM spectroscopy of SrF (using the X-A transition) with the newer beam apparatus described in Section 4.3, using a setup very similar to that of Figure C.1
polarization relative to the EOM crystal axis\(^2\), as any orthogonal polarization component does not
undergo phase modulation and results in fluctuations in the power of the fundamental compared
to the sidebands. Again, however, it was found that delivery of light to the EOM optics from the
laser by PM-fiber did not improve significantly upon the setup shown, and resulted in a reduction
of the available optical power. Finally, the polarization of the probe beam passing through the
Brewster-angled windows was seen to have a small but noticeable effect on noise performance,
presumably due to vibration-induced time-varying etalon effects in the cryostat windows if the
beam was not perfectly p-polarized.

Assuming the correct polarization alignment, the parameter that had the greatest effect on the
observed FM noise spectrum was the spatial alignment of the probe beam into the detector. Minor
tweaking of the angle and/or position at which the probe impinged on the lens focussing onto the
diode could change noise levels by as much as an order of magnitude. (As might be expected, the
best performance was generally obtained with the beam impinging on the center of the lens and
approximately normal to its surface.) It is not clear why this should be the case, unless there was
some slight spatial separation of the various frequency components of the probe exiting the EOM
that caused amplitude modulation at the 100 MHz beat frequency if the spot clipped the edge of
the detector. This would be somewhat surprising, however, given that the expected minimum spot
size after focussing the collimated ~3 mm diamter beam with a lens of 30 mm focal length is on
the order of tens of \(\mu\)m, much smaller than the detector size, even allowing for misalignment and
abberations. In retrospect, it might have been interesting to test this hypothesis by eliminating the
~75cm propagation length through the cryostat and sending the FM beam directly into the detector
after exiting the EOM; this has not yet been attempted, however.

\(^2\)This alignment can be performed by monitoring the EOM output on a scanning optical cavity and rotating the input
polarization to maximize the sideband amplitude.
Appendix D

Electric Field in the Microwave Cavity

Following Jackson [121], the Q of the cavity can be written as

\[ Q = 2\pi f \frac{U}{W_L} = 2\pi f \frac{\frac{2\pi}{2} \int_V |E|^2 dV}{P_{in}} \]  

where \( U \) is the energy stored in the cavity and \( W_L \) is the rate of energy loss, which must equal \( P_{in} \). The integral is over the volume of the cavity mode. Now, let’s write down the amplitude of a \( TEM_{0,0} \) Gaussian mode, normalized such that the peak field in the plane of the beam waist is \( E_0 \):

\[ E(r, z) = E_0 \frac{w_0}{w(z)} \exp\left(-\frac{r^2}{w(z)^2}\right) \sin\left(\frac{qz}{L}\right) \]  

Here, the beam diameter in any given \( z \)-plane is given by \( w(z) = w_0 \left[ 1 + \left(\frac{\lambda z}{\pi w_0^2}\right)^2\right]^{1/2} \), and \( q = 2L/\lambda \) is the longitudinal mode number. \(^1\) Making the small approximation that the radial part goes to infinity (instead of the radius of the mirrors), the integral can be evaluated as follows:

\(^1\)Note that the expression for the field distribution in equation (D.2) neglects the Gouy phase shift factor \( \sin[\arctan\left(\frac{\lambda z}{w_0^2}\right)] \). Numerical integration for our cavity parameters with this factor included changes the answer for the peak field by less than 1\%. 
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\[
\int_V |E|^2 \, dV = E_0^2 \int_0^L \left( \frac{w_0}{w(z)} \right)^2 \sin^2 \left( \frac{\pi q z}{L} \right) \left[ \int_0^\infty r \exp \left[ \frac{-2r^2}{w(z)^2} \right] \, dr \int_0^{2\pi} d\phi \right] \, dz \\
= E_0^2 \int_0^L \left( \frac{w_0}{w(z)^2} \right)^2 \sin^2 \left( \frac{\pi q z}{L} \right) \left[ \frac{(w(z))^2}{4} \right] \, 2\pi \, dz \\
= \frac{\pi}{4} E_0^2 w_0^2 L 
\]
(D.3)

Substituting back into (D.1):

\[
Q = 2\pi f \frac{\frac{\pi}{4} E_0^2 w_0^2 L}{P_{in}} 
\]
(D.4)

And solving for \( E_0 \):

\[
E_0 = \left[ \frac{4QP_{in}}{\pi^2 f \epsilon_0 w_0^2 L} \right]^{1/2} 
\]
(D.5)

Finally, substituting the appropriate values for our cavity geometry and 2 kW of input power gives

\[
E_0 = \left[ \frac{2(4.5 \times 10^4)(4 \times 10^3 W)}{\pi^2(18.1 \times 10^9 s^{-1})(8.85 \times 10^{-12} \frac{C}{m})(0.0305m)^2(0.165m)} \right]^{1/2} = 12.2 \text{kV/cm} 
\]
(D.6)
Appendix E

Aperture Array Transmission

In order to estimate the scaling of the coupling through the microwave cavity input mirror, we will calculate the transmission of a plane wave through an infinite conducting screen, perforated with a regular (square) array of subwavelength apertures. The radius of each aperture is $a$, and the area density of apertures over the surface of the screen is $1/A$. We begin with a plane wave, $\mathbf{E} = E_0 e^{i(kz+\omega t)}\hat{x}$ impinging on the screen from $-\hat{z}$. Its associated magnetic field is $\mathbf{H} = \frac{E_0}{\eta_0} e^{i(kz+\omega t)}\hat{y}$, and its intensity is $I = \frac{\eta_0}{2} |E_0|^2$. (Here, $\eta_0 = (\epsilon_\infty \omega_0)^{-1} \approx 377\Omega$ is the impedance of free space.)

According to Bethe [120], each hole in the screen will radiate as a magnetic dipole with moment $m_{\text{eff}} = \frac{\eta_0}{2} \mathbf{H}_0$. (Also see Jackson [121], pg. 424.) Now we want to sum the radiation from the dipoles on the other side of the screen. Set up a coordinate system with the origin a distance $L$ away from the screen. The transformation to cartesian coordinates for the location of any given hole relative to the test point $P$ are as follows:

$$
\begin{align*}
    x &= R \cos \phi \sin \theta \\
    y &= R \sin \phi \sin \theta \\
    z &= L = R \cos \theta \\
\end{align*}
$$

(E.1)

$$
\begin{align*}
    x &= L \cos \phi \tan \theta \\
    y &= L \sin \phi \tan \theta \\
    R &= L \sec \theta \\
\end{align*}
$$

From Jackson (pg. 411), the far-field patterns for an electric dipole are:
Figure E.1: Aperture array geometry.
\[
H = \frac{ck^2}{4\pi} \left( \hat{m} \times \vec{p} \right) \frac{e^{ikr}}{r}; \quad \vec{E} = \eta_0 \vec{H} \times \hat{n}
\]

(E.2)

Then, for a magnetic dipole, they must be:

\[
\vec{E} = -\eta_0 \frac{ck^2}{4\pi} \left( \hat{m} \times \vec{m} \right) \frac{e^{ikr}}{r}; \quad \vec{H} = \frac{\vec{E}}{\eta_0} \times \hat{n}
\]

(E.3)

For our case, the excited magnetic dipoles must be in the \( \hat{y} \)-direction, \( \vec{m} = m\hat{y} \). Thus, for the dipole located at \((R, \theta, \phi)\), we have \( \vec{E} = -\eta_0 \frac{ck^2}{4\pi} \left( \hat{m} \times \hat{y} \right) \).

Now, \( \hat{n} = \frac{-x - y}{R} \) \( \Rightarrow \hat{n} \times \hat{y} = \frac{1}{R} \begin{vmatrix} \hat{x} & \hat{y} & \hat{z} \\ -x & -y & L \\ 0 & 1 & 0 \end{vmatrix} = (-\cos \theta, 0, \cos \phi \sin \theta) \).

Hence, the dipole at \((R, \theta, \phi)\) contributes \( \vec{E} = -\eta_0 \frac{ck^2}{4\pi} \left( \frac{-\cos \theta}{R} \hat{x} - \frac{\cos \phi \sin \theta}{R} \hat{z} \right) \).

Recall that the array extends out infinitely in \( x \) and \( y \), and has a dipole density of \( 1/A \). Then, the total electric field at the test point \( P \) will be:

\[
E_{tot} = \frac{\eta_0 k^2 m}{4\pi} \frac{1}{A} \int_0^{\pi/2} d\theta \int_{-\pi}^\pi d\phi R^2 \sin \theta \frac{e^{ikR}}{R} \left( -\cos \theta \hat{x} - \cos \phi \sin \theta \hat{z} \right)
\]

(E.4)

Integrating by the method of stationary phase gives \( \int_0^{\pi/2} d\theta \sin \theta e^{i\alpha \sec \theta} \approx \frac{1}{\alpha} \left[ \cos(\alpha + \pi/2) + i \cos \alpha \right] \), for \( \alpha \gg 1 \). Thus, far from the screen, (where \( kL \gg 1 \)), we have

\[
E_{tot} \approx \frac{2\pi^3 \eta_0 m}{\lambda^2 A} \frac{1}{kL} \left[ -\sin(kL) + i \cos(kL) \right] \hat{\xi}
\]

(E.5)
The outgoing intensity is then

\[ I_{\text{out}} = \frac{c\epsilon_0}{2} |E_{\text{out}}|^2 = \frac{c\epsilon_0 \pi^2 n^2 \eta_0^2}{\lambda^2 A^2}. \]

Assuming the dipoles are uncoupled (for \( A \) sufficiently large), we have from Bethe [120] that

\[ m = \frac{8\pi^2}{3} H_0 = \frac{8\pi^2}{3} \eta_0. \]

Thus,

\[ I_{\text{out}} = \frac{c\epsilon_0 \pi^2 n^2}{2} \left( \frac{8\pi^2}{3} \frac{E_0}{\eta_0} \right)^2 = \frac{c\epsilon_0}{2} \left( \frac{8\pi^2 E_0}{3\lambda A} \right)^2 \quad (E.6) \]

Finally, the transmission coefficient is given by

\[ \alpha_{\text{trans}} = \frac{I_{\text{out}}}{I_m} = \frac{c\epsilon_0}{2} \left( \frac{8\pi^2 E_0}{3\lambda A} \right)^2 = \left( \frac{8\pi^2}{3\lambda A} \right)^2 \quad (E.7) \]
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